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Abstract

Recent developments in quantitative surface analysis by Auger (AES) and x-ray
photoelectron (XPS) spectroscopies are reviewed and problems relating to a more
accurate quantitative interpretation of AES/XPS experimental data are discussed.
Special attention is paid to consideration of elementary physical processes involved
and influence of multiple scattering effects on signal line intensities. In particular, the
major features of core-shell ionization by electron impact, Auger transitions and pho-
toionization are considered qualitatively and rigorous approaches used to calculate the
respective transition probabilities are analysed. It is shown that, in amorphous and
polycrystalline targets, incoherent scattering of primary and signal Auger and photo-
electrons can be described by solving analytically a kinetic equation with appropriate
boundary conditions. The analytical results for the angular and energy distribution,
the mean escape depth, and the escape probability as a function of depth of origin
of signal electrons as well as that for the backscattering factor in AES are in good
agreement with the corresponding Mote Carlo simulation data. Methods for inelastic
background subtraction, surface composition determination and depth-profile recon-
structions by angle-resolved AES/XPS are discussed. Examples of novel techniques
based on x-ray induced photoemission are considered.
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1. Introduction

Among surface sensitive techniques involving electron spectroscopies, Auger and x-ray photo-
electron spectroscopies have become the most widely used during last decades. This is explained
to a great extent by both their universal applicability and seemingly simple interpretation of ex-
perimental data obtained by AES/XPS. Although the first feature is by no means true the second
one relates only to elementary information about a specimen studied. In recent years it has been
realized that apart from traditional elemental composition determination and overlayer thickness
assessments, Auger and photoelectron spectra carry a good deal of other information characteriz-
ing a near surface region of solids. In particular, angular distribution of signal electrons escaping
from a crystalline target without a considerable energy loss can be used for determination of not
only adsorbate site symmetries and vertical positions, but also substrate interlayer relaxations
[1]. Holographic analysis of Auger and photoelectron diffraction patterns is supposed to yield
three dimensional atomic images relative to the emitting atom [1-4]. Spin-resolved XPS may
become a basic tool for studying local magnetic order while excitation of core-shell photoelec-
tron by polarized x-rays at different orientations of polarization vector with respect to a sample
position can be used to extract complementary structural information [5]. Auger photoelectron
coincidence spectroscopy has been shown to provide a powerful means for effective decomposition
of complicated energy spectra in the vicinity of a characteristic peak [6,7].

This list of prospective applications and those being already in use can be extended. Mean-
while, it is becoming increasingly clear that novel areas of applications of and further improvement
in accuracy of quantitative information obtained by AES/XPS stipulate a more sophisticated ex-
perimental equipment as well as theoretical description of phenomena involved, so that a gap
between a practical user and a “front-runner”, if such a term is appropriate, seems to be widen-
ing. Various aspects of AES/XPS analysis comprise instrumentation, specific conditions of a given
experiment and a theoretical background. A number of excellent reviews and monographs have
appeared in literature {1,8-18]. However a broad range of disciplines underlying the foundations
of AES/XPS makes it difficult to embrace all the essential issues in one, even sufficiently large,
paper or book. The major purpose of this article is to review recent developments in quantitative
description of signal Auger and photoelectron spectra. Besides that. a considerable attention is
paid to qualitative considerations of basic elementary processes such as core-shell ionization by
photons and electron impact, Auger transitions, elastic and inelastic scattering of medium en-

ergy electrons. Most recent examples of AES/XPS applications and practical methods to process



Quantitative Surface Analysis 197

experimental data are discussed.

The basic issues of the quantitative analysis by AES/XPS can be seen from the yield equation
relating the signal intensity Al collected in a narrow solid angle A and properties of a sample
studied. This equation reads

Al = TDAY(Q)AQ (1.1)

where T and D are the analyser transmission function and the detector efficiency, correspondingly,
A is the analysed area and Y (£2) is the differential electron yield, describing the number of signal
electrons (i.e. those that do not lose their kinetic energy) escaping from a unit area of the target
per unit time in the direction specified by a unit vector Q.

Assuming the transmission function and the detector efficiency to be dimensionless quantities,
the signal intensity is proportional to the number of signal electrons entering a detector window
per unit time. Usually, the sample properties are believed to be uncorrelated with the instrumental
factors T and D. Therefore, all information about the sample is contained in the differential yield
Y () which is a central quantity to be determined in quantitative analysis. The distribution
Y(Q) is generally a complicated function of the elemental composition, crystalline structure and
in-depth profile of the target. as well as major physical processes involved in signal electron
emission. Consider, for instance, the simplest case of a homogeneous amorphous one-element

sample. Then, without losing generality, the function Y may be split into the product
Y(Q) = uMFo., f(Q)A. (1.2)

Here u is the cosine of the polar emission angle counted from the surface normal, M is the atomic
bulk density, F is the flux of incident particles (electrons in AES or photons in XPS), o, is the
excitation cross section, f({2) is the normalized angular distribution. The quantity A is introduced
from simple dimension considerations and is termed below as the effective escape depth of signal
electrons of a specific energy £. The effective escape depth A is used here to characterize an
analysed volume and should not be confused with the mean escape depth which is a strictly
defined quantity [19]. In the case of XPS, the quantity o, is equal to the total photoelectric cross
section, 0oy = 0pp. If signal electrons are excited by electron impact (AES) the excitation cross
section is defined as a product of the ionization cross section o;,,(F,). the Auger electron yield
a and the backscattering factor B so that we have 0., = aBo,,,(E,) where E, is the energy of
bombarding electrons. Note that (1.2} is obtained assuming negligible role of x-ray reflection and

attenuation in the analysed volume. The latter assumptions are justified due to the condition

A <€ AL < Ay (1.3)
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being well fulfilled. In expression (1.3) A, and A, are the absorption and the transport mean
free paths of photons, while }; is the inelastic mean free path of electrons. In addition, refraction
of x-rays is usually also disregarded as this phenomenon is significant only for grazing incidence
of photons and, therefore, is of little importance for practical XPS analysis.

The main parameter affecting the surface sensitivity of AES/XPS is the effective escape depth
A. This quantity is frequently supposed to be independent of the emission direction § and put
equal to the inelastic mean free path, A ~ };. In effect, the escape depth depends noticeably on
both elastic and inelastic interactions, and also on the final emission direction of electrons from
a target.

From this brief outline, it follows that quantification of experimental data in AES/XPS implies
knowledge ofthe main features of elementary processes and multiple scattering of primary and
secondary electrons in matter. This prompted the following structure of the paper. Various
approaches to calculate probabilities of elementary interactions and the latest developments in
describing multiple scattering of Auger and photoelectrons are reviewed in Section 2 and Section
3, respectively. Section 4 is devoted to backscattering of primary electrons and determination of
the backscattering factor. Examples of the quantitative analysis by AES/XPS are presented in

Section 3.

2. Physical Background. Elementary Processes

A. Inner-shell ionization by electron impact

In Auger electron spectroscopy, signal Auger electrons appear as a result of a rearrangement
of vacancies in atomic shells, following ionization of an inner shell by a primary electron. Thus,
the intensity of the Auger electron line is a function of the inner-shell ionization cross section.
Knowledge of inner-shell ionization cross section values is also important in electron microprobe
analysis (EPMA) and electron energy loss spectroscopy. Latest developments in this field were
reviewed in several papers by Powell [20-22] with a major emphasis on reliable formulas for cross
sections, available at present. Unfortunately the problem of core-shell ionization is far from being
solved. The 15-20 % discrepancies between the best analytical fits and experimental data is rather
a rule than exception. This necessitates further studies and discussion of physical phenomena
accompanying an ionization event.

The tightly bound atomic elelctrons of inner-shells are well localized in space. Their wave
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functions and energy levels in a solid as a rule differ only slightly from those of an isolated atom.
In this connection, considering major features of ionization of an inner shell for isolated atoms
is a good starting point before going to implications of solid state effects. Many efforts have
been applied to calculation of ionization cross sections by electron impact [23-35]. However,
evaluation of the core-shell ionization probability from first principles even in the case of isolated
atoms represents a difficult task. At present, there are two limiting cases where physically based
analytical expressions for the ionization cross section can be obtained. Those cases pertain to
the high energy regime (E > E,;) and the near threshold ionization (E — E,; < E,;), where E
and E,; are the incoming electron kinetic energy and the binding energy of the nl atomic shell,
respectively.

If the electron kinetic energy E is large compared with the binding energy E,; one can apply
the Born approximation [36] to find the ionization cross section. The energy transfer ¢ from the

primary to the atomic electron, defined from the energy conservation law
e = (h/2m)(k* — k7), (2.1)

is believed to be small compared with the quantity £ (¢ < E). In formula (2.1) k and k’ are the
initial and the final momenta of the incident electron in units of the Planck constant . From (2.1)
and the assumption ¢ < F, it follows that the absolute value of the electron momentum k changes
insignificantly during a collision event and the energy transfer may be written as ¢ ~ hv(k — &').

The criterion of validity of the Born approximation can be also presented in the form [33]
27X'Zejf€2/h <Lv (22)

where Z.s¢ is the effective charge of the field seen by the bound atomic electron and v is the
velocity of the primary electron. The quantity Z.;se*/k represents the effective velocity of a
bound atomic electron. Thus, criterion (2.2) means physically that the incident electron velocity
has to be large compared with the typical velocity of the atomic electron.

The double differential ionization cross section do;,, is proportional to the transition matrix

element squared | M;s |* [36]
dO’,‘on ~ (4k’/kq4)Zn1 | M,‘f |2 dQldQZK2dK (23)

Here Z,; is the number of electrons in the nl shell, ¢ = (k? + k2 — 2kk’ cos ¥)'/? is the momentum
transfer, ¥ is the polar scattering angle of the incident electron, « is the momentum of the ejected

electron, while df); and d?, are elementary solid angles the scattered (1) and the ejected (2)
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electrons move in. Taking into account the explicit expression for the transition matrix element
Mip = =€ [ 930000 (ra) | £ = o |7 3(0)6i(ra)drdr, (2.4)

the problem of the ionization cross section evaluation is reduced to finding the wave functions of
the incident (%(r)) and bound (¢(r,)) electrons in the initial (subscript “i”) and the final (“f”)
states. The asterisks in the integrand denote complex conjugate values.

The next step is a proper choice of the wave functions. In the simplest plane-wave Born
approximation (PWBA) the wave functions of the incident and scattered electrons are put equal
to the exponential ¥; (r) ~ exp(—ikr). Physically it means that the incoming electron motion
is assumed to be rectilinear and undisturbed by the electric fields of the nucleus and other atomic
electrons. Substitution of the exponential wave functions for the incident electron into (2.4) makes
possible to perform integration over the incident electron variable r analytically. The resulting
integral over the coordinate r, of the atomic electron contains in the integrand the product of the
wave functions ¢; and ¢; and ezp(—:qr,). Observing that the major contribution to the latter
integral is supplied by the region of integration r ~ a,;, where a, is the effective radius of the
nl shell and that the ionization probability is determined mainly by small-momentum-transfer
events (gan < 1) (¢f. (2.3)) the matrix element M;; can be found in the dipole approximation
by setting exp(—iqr,) ~ 1 — iqr,. Coming back to expression (2.3} and integrating over all the
ejected electron momenta one obtains the differential ionization cross section with respect to the
momentum transfer ¢

d0ion ~ 27(e/hv)* | (za)is |* dg/q (2.5)

Here z, is the coordinate of the radius vector r, along the momentum transfer q. Performing
summation over all the final states, including excitation of discrete levels, and integrating the
resulting equation over the momentum transfer from the minimum value ¢, = E,;/hv to the

maximum value ¢, = 2muv/k we obtain from (2.5) the renowned formula of Bethe {23]
Oni = (W64/E)(Zn1bnl/En1) ln(cnlE/Enl)’ (2'6)

where b, is the parameter proportional to the average oscillator strength, while the quantity ¢,
(in the Bethe approach c,; = 4) is introduced to account for a more general expression for the
maximum momentum transfer gn., = cymv/2k. At this stage it should be stressed that, strictly
speaking, expression (2.6) has a limited applicability to the energy range relevant to practical AES
analysis. Indeed. bearing in mind criterion (2.2) and assuming that it is fulfilled for the electron

velocity being, at least, by the order of magnitude higher than the product 2rZ.; e?/h we arrive
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at the conclusion that for ionization of core shells of relatively light elements (C — Al) the energy
E would be larger than several ten keV. For heavy targets, such as gold, condition (2.2) would
even mean that the primary electron energy falls into the relativistic region. This is far away on
the energy scale from the conventional energy interval of AES ranging from several hundred to
several thousand eV. The aforesaid estimate is in full accordance with the observation of Powell
[22]. He found that the Fano plots (the product o, E versus In E) showed the asymptotic Bethe
dependence with a slope directly related to photoabsorption data, beginning from the energy
E > (50 — 200)E,,, depending on the material.

The main advantage of the Bethe formula is that (2.6) is very convenient to use in practice.
Therefore, numerous attempts have been made to adjust expression (2.6) to the energy region of
practical importance in AES. This can be done by inserting empirical values for the parameters
b, and ¢, [20,37-39] since the Fano plot tends to be also linear for the overvoltage U, = E/E.
ranging from 4 to about 20 [22]. The empirical expressions for the ionization cross section,
obtained in this way, should be used cautiously as there is a risk of the potential conflict with
other data [22]. Uncertainties in values of the parameters b, and c,;, when applying the Bethe
equation to the intermediate overvoltage range (so-called region 1, according to the terminology
of Powell [22]) stem from the basic deficiencies of the perturbation theory approach: neglect of
exchange between the incoming and atomic electrons, the assumption of the small energy transfer
and disregard for scattering of the projectile in the screened Coulomb field of an atomic nucleus.
Due to the same reason the linear response theory of inelastic scattering of electrons in solids
[40-42] can be hardly expected to provide satisfactory results in this energy region.

In recent years much attention has been paid to improvement of the Born approximation
results by accounting for elastic scattering of incident and outgoing electrons in the atomic field
[33-35,43]. These studies are prompted in a large extent by a possibility of direct experimen-
tal measurements of the triple differential cross sections for core-shell ionization. In particular,
Lahmam-Bennami et.al. [44] and Stefani et.al. [45] report on the ionization of Ar 2p shell by
8 keV electrons. Avaldi et.al. [46] measured the differential cross section for the ionization of
C 1s orbital in the molecule C;H; at the primary-electron energy of about 1.9 keV. The angu-
lar distribution of ejected electrons, obtained experimentally, was found to be in a considerable
disagreement with the first-order Born approximation model [46].

In the distorted-wave Born approximation (DWBA) the wave functions of the free electrons are
approximated by nonrelativistic Coulomb waves (Coulomb-wave Born approximation, CWBA) or

obtained from a numerical solution of the Dirac equation with an effective atomic potential [35).
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The DWBA results [34.43] compare well with the experimental data for the inner-shell ionization
of neon and argon in the nonrelativistic energy region. However, no analytical expression for the
total ionization cross section, derived in the DWBA, has been proposed so far.

Some comments are to be made on the behaviour of the ionization probability in the vicinity
of the threshold. Wannier [47] suggested that slow electrons depart most probably from a nucleus
along a straight line after an ionization event. The nucleus was assumed to be approximately
in the middle of the distance separating the electrons. The key idea of Wannier’s approach is
that ionization can be attained only if the aforesaid configuration of electric charges remain until
their potential energy drops below the residual kinetic energy. So the motion of the electron pair
occurs in a narrow cone along the straight line. Because of slow variation of the potential energy
with distance the motion of departing electrons can be described classically [48]. Solution of
classical equations of motion for F — E,; € E,, vields the energy dependence of the cross section
o ~ (E — E,))* , with the exponent a = 1.127 [47]. Experimental studies performed later for
the K-shells of Ar, Ti, Ni, Mn, Cu, Ge and Ag and the L-shells of Xe, Kr and W by x-ray yield
measurements indicate that the exponent « is indeed close to unity {49-54]. This conclusion is
supported by results of Hink et al. [55] for K-shell ionization of Ne, obtained from Auger electron
yield data.

Note that the Bethe equation produces formally a linear energy dependence of the cross section
near the threshold. As pointed out by Wannier [47] such a behaviour of the Born approximation
result is a corollary of neglecting electron-electron interaction. Later theoretical studies [48,56]
based on quantum mechanical treatment of the three-body problem of which the ionization at
the threshold represents one of the examples completely confirmed this argument. A detailed
analysis of the correlated electron wave functions in hyperspherical coordinates can be found the
review paper by Fano [48]. A quasiclassical solution of the problem was found by Peterkop [56].
Since the Wannier exponent 1.127 does not differ too much from unity the Bethe equation can be
easily modified to produce empirical formulas [57,58] being in good agreement with experimental
data [49,51,52].

From the above considerations it follows that although the Bethe formula is valid only in the
high overvoltage limiting case U,; > 10? expression (2.6) remains a useful guide for the energy
dependence of the core-ionization cross section in the entire energy range of practical importance
for quantitative AES analysis. Some additional insights into this relatively good performance of
the Bethe equation in the region where the perturbation theory formally breaks down can be

found upon a close inspection of a multipole expansion of the transition matrix element derived
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in the DWBA. Botero and Macek [33] found that for intermediate U,;-values the quadrupole-term
contribution becomes significant and a dipole approximation is no longer valid. It is interesting,

nonetheless, that amplitudes of different multipoles obtained in the CWBA and PWBA are very
similar, while their phase shifts are different {33).
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Fig. 1. The overvoltaie dependence of the K-shell ionization cross section. The solid curve
is the Bethe equation wit

the parameters b=0.9 and ¢=0.65 [20]. Experimental data: open

triangles — C, black diamonds - N, black circles - O, open squares — Ne [59]; black triangles — Cu,
open circles — Ag [52].

In Fig.1 the overvoltage dependence of the K-shell ionization cross section (multiplied, for

convenience, by the excitation energy Ex of the K-shell, squared) on the overvoltage is shown as
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an example. The solid curve represents the results of calculation by the Bethe equation (2.6) for
the parameters by = 0.9 and cx = 0.65 [20]. Also shown are the experimental data of Glupe and
Mehlhorn [59] for C (open triangles), N (black diamonds), O (black circles), Ne (open squares)
and of Shima et al. [52] for Cu (black triangles) and Ag (open circles).

Another widely used formula for the ionization cross section that should be mentioned is the

result of Gryzinski [24] obtained from a classical description of a collision event:
on = (re* | EE ) Znig(Uni), (2.7)
where the function g(z) is defined by
(@) =[(z = )/(z + P {1+ (2/3) [1 - (1/20) m[2.7 + (= — 1)'/?)] }. (2.8)

The Grysinski formula proved to be effective when describing the ionization probability in the
intermediate overvoltage range [22]. Expression (2.7) was found under the assumption of a direct
Coulomb interaction between the incoming and bound electrons and underestimates the cross
section in the vicinity of the threshold (z — 1 <« 1).

The influence of solid state on the inner-shell ionization probability comprises mainly two
points. First, the core-energy levels are slightly shifted as compared to those of isolated atoms.
Secondly, the structure of unoccupied states in the valence band may be essentially different
from the structure of excited levels in an atom. As a result, the contributions to the ionization
probability, arising from a collision accompanied by a transition of the core-shell electron to the
valence band in a solid and to a weakly bound state in an atom are generally different. Those
contributions, however, do not affect significantly the total inner-shell ionization cross section as

the latter is dominated by excitation of continuum states [36].

B. Auger effect

A core-shell vacancy in an atom can be filled in different ways. One of them is a radiationless
transition, resulting in emission of a characteristic Auger electron [60,61]. In this process, an
electron from a higher subshell or shell neutralizes a hole and the excess of energy is transferred
to a second electron either from the same or some other shell. If the vacancy is filled by an electron
from the same shell the process is referred to as a Coster-Kronig transition [62]. Otherwise the
term Auger transition is used. In fact, the Coster-Kronig transition is a particular case of the

Auger effect [63], though very often these radiationless transitions are treated separately [64]. The
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reason is that in order for the first type of the process to take place with a significant probability
the energy gap between the two subshells has to be large enough to provide an amount of energy
necessary for ionization of a nearest shell (subshell) with a lower binding energy. The latter
requirement is not always fulfilled. For example, for elements with the atomic numbers Z such as
30 < Z < 74 the process L;L3M, 5 turns out to be impossible due to the energy conservation law
[63,65]. Contrary to this, in the case of Auger transition, the released energy is always sufficient
to eject a second electron from the atom since the lonization potential decreases rapidly with
increasing a principal quantal number of an atomic orbital.

In accordance to these remarks, the Auger yield a) represents the probability that a vacancy
in the ith subshell of a certain shell X is filled by a radiationless transition of an electron coming
from a higher shell [64]. The quantity a} does not include the contribution of Coster-Kronig
processes. Similarly, the Coster-Kronig yield f;{ is defined as the probability for an hole of the
subshell 7 to be neutralized by an electron from a higher subshell j of the same shell X [64]. Since

the total probability to fill a vacancy is unity we arrive at the relationship
Wi +ay + Y =1 @9)
J

where w¥ is the so-called fluorescence yield characterizing the probability that a hole is filled
through a radiative process [64]. Relationship (2.9) becomes especially simple in the case of K-
shell vacancy as Coster—Kronig processes are not possible. Thus, we have wg + ax = 1. Hence,
measurement of a number of photons emitted from a sample, per one vacancy filled provides
a direct means to determine the Auger transition probability ax. The situation is much more
complicated in the case of higher shells owing to the possibility of Coster-Kronig transitions.
In quantitative AES analysis the Auger electron line intensity is proportional to the yields a¥
or f; (14]. Therefore, evaluating the radiationless transition probablities is a necessary step in
processing AES experimental data.

There are two ways of interpreting the physical picture of the Auger effect. In the simplest
version, the Auger transition is believed to be due to Coulomb repulsion between two electrons
which push each other away so that one electron is ejected from the atom while the other fills
the vacancy [63]. A more general explanation is based on a concept of internal conversion. Thus,
one electron first drops to the lower shell, neutralizing a hole and emitting a photon. The photon
is then absorbed by the second bound electron, supplying the latter by an amount of energy
sufficient to escape from the atom. Parilis [63] points out that, in the nonrelativistic treatment,

both pictures lead to identical results. However, the full relativistic consideration indicates that
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the Auger transition occurs through an internal conversion. Thus, the Auger effect represents an
internal conversion process in which two identical particles (electrons) take part [63].

The number v4 of Auger transitions per unit time can be calculated from Fermi’s golden
rule [64,66). Consider for simplicity a two-electron process and neglect for a while relativistic

corrections. Then the quantity v4 reads
va=h?|D—-E (2.10)

where D and E represent the direct and exchange matrix elements. Particularly, the element D
is given by

D = [ xs(r)s(ea)le /rualxs(ra)is(rs)drsdr, (2.11)

Where x; ;(r1) and w; ;(r;) are the initial (7) and final (f) wave functions of electrons 1 and 2,
respectively, and 712 =| r; — r; | is the distance between the two electrons. The function x;
describes the continuum electron and is normalized in such a way that the total flux of Auger
electrons crossing a sphere of a large radius Ry, centered at the atom, is equal to unity [64]. The
quantities yxy, ¥; and s correspond to wave functions of bound states. The exchange term E
differs from D in the interchange of arguments of the final state functions r; — r; and r; — ;.
The physical meaning of the exchange term in (2.11) is schematically illustrated in Fig. 2. To
find the total radiationless transition probability for filling a certain vacancy it is necessary to
take a properly weighted sum of quantities v4 pertaining to all possible processes in which energy,
parity and angular momentum are conserved [64].

From (2.11) it follows that the Auger transition probability is to a large extent determined by
the degree of overlap between the initial and the final wave functions as well as by the momentum

of the ejected electron. Generally, the transition rate v4 can be written as
vy = 7/1’0 (212)

In the latter expression 7o = ao/vy = 2.42 - 107'" s is the atomic unit of time. The constant v
is typically of the order of 0.01-0.03 for KLL-transitions, and increases slowly with the atomic
number Z (c¢f. Fig. 3). The situation is entirely different for LMM Auger electrons. According
to calculations of ref. [67) LMM Auger transition rates may vary by several orders of magnitude
depending on Z. Thus, for elements ranging from Mg to U the parameter v augments from about
4.107* to 1. Thus, a typical time of KLL-Auger electron emission amounts to 74 ~ 10714 —10"1%
and is large compared with the atomic time (74 > 7). Contrary to this, a typical time needed

for LMM transitions in heavy atoms is of the order of 7, . This behaviour of KLL and LMM
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transition rates can be understood qualitatively from the internal conversion picture. Consider,
for instance, the KLL-transition case and denote the corresponding transition rate by vgry.
The quantity vkzr ~ of XL, where oBF is the radiative transition rate for a process of filling
a vacancy in the K-shell by an electron from the L-shell, while o¥% is the photoelectric cross
section proportional to the probability of absorbing a photon by another electron of the L-shell.
The energy of the photon is about the binding energy of the K-shell electron, i.e. ~ Z%e?/a,.
Therefore, the probability of L-shell ionization by such a photon is roughly inverse proportional

to Z* (cf. the assessments of photoelectric cross sections in Section 2C). On the other hand, the

quantity vX% ~ Z* [64]. Thus we obtain that v4 is nearly constant for large Z > 1.

Fig. 2. Schematic illustration of the physical meaning of the exchange interaction contribu-
tion to the Auger transition rate (after ref.[64]).

Equation (2.10) is obtained in the framework of a perturbation theory and, is valid under the
assumption that the electron-electron interaction is small compared with the absolute value of
potential energy of electrons in the screened field of a nucleus. Besides that, the Auger emission
time 74 is assumed to be large compared with the typical interaction time T;,; ~ ao/v where v
is the Auger electron velocity. The inequality 74 > 7i, allows to use the sudden approximation
when calculating the wave functions of the initial and the final states.

Until now, the Auger transition rates have been calculated by means of screened hydrogenic
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wave functions [68-73] and Hartree-Fock-Slater wave functions for the potential of Herman and
Skillman [67,74-78]. The results obtained by different authors for KLL-transitions compare rel-
atively well except for a slight local structure of the KLL-transition rate dependence on the
atomic number, found by McGuire [75,76]. Walters and Bhalla [78] ascribe this to approxima-

tions adopted in the algorithm of refs. [75,76] to evaluate Hartree-Fock-Slater wave functions.
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Fig. 3. The theoretical dependence of the KLL-transition rate on the atomic number Z.
Solid curve - calculations by Walters and Bhalla [78], open squares, circles and triangles are the
results of McGuire [75,76], Kostroun et al. [72] and Callan [64], respectively.

The experimental values of the fluorescence yield wx can be used to determine the KLL-Auger
yield ex. In Fig. 4 the quantity ax obtained from formula (2.9) and the most reliable experimental
data [64] is displayed as a function of the atomic number Z. Also shown here are the theoretical

results of ref. [72] and the semi-empirical curve calculated from the expression
ax = bbb+ Z*) (2.13)

with the parameters b = 1.16 - 10° and m = 3.36 [79]. Slightly different values b = 9.5 - 10° and
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m = 4.0 were proposed in ref. [80].
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Fig. 4. The KLL-Auger electron yield versus the atomic number. Data points - experiment
[64], solid curve - calculations by Kostroun et al. [72], dashed line -~ semiempirical (formula

(2.13)).

Determination of LMM and MNN Auger yields is possible by making use of experimental
data for corresponding radiative transitions [64,80]. Ome should keep in mind, however, that
this implies knowledge of relevant Coster~Kronig transition rates whose values are not always
available with sufficient accuracy.

Generally, the theory of the Auger effect encounters the same problems as those one faces when
describing a photoionization process. Accurate values of Auger electron binding energies and
realistic intrinsic energy spectra can be found by applying sophisticated procedures to determine
multiple-electron wave functions of the initial and final states. Unfortunately, such detailed
calculations are often tedious and difficult. Although intensities of a given Auger electron group
can be reliably predicted, calculation of the relative contributions of different subgroups still re-

mains a problem especially when Coster-Kronig transitions and valence electrons are involved

81).
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C. Photoionization

The process of photoionization is a hard core of photoelectron spectroscopies. The kinetic
energy E of a released photoelectron is, to first approximation, equal to the difference of the
photon energy hw and the binding energy E, of the electron in the nl—shell £ = hw — E,.
Since the photon energy is fixed and the binding energy is specific for each shell and element
analysis of the energy spectra of photoelectrons provides an effective means to study an elemental
composition of a target.

In practice, this picture turns out to be oversimplified. XP$S spectra do not reduce to lifetime
broadened peaks but represent resolved structures with satellites accompanying a principal line.
In metals, for example, a complex shape of a photoelectron line is due to the collective response of
conduction-band electrons to the creation of a hole [82]. Thus, in the vicinity of the main peak the
so-called intrinsic plasmon peaks may occur. The intrinsic plasmons should be distinguished from
the extrinsic ones associated with the energy losses of a photoelectron escaping from a sample
[11]. The appearance of satellites is due to the so-called shake up and shake off effects, or more
generally, to configuration interaction. Accounting for this kind of interaction stipulates going
beyond the single-configuration Hartree-Fock approximation and representing the initial and the
final wave functions of a system via linear combinations of different electron configurations. Some
terms in these representations may have close values of a ground state energy and comparable
contributions to the resulting wave function. For the initial and the final wave functions this leads
to the shake up and shake off satellites, respectively [11]. Following Wertheim [82] we consider a
simple example of the final-state effect first identified in XPS analysis of alkali atoms.

In Fig. 5 the XPS spectrum of KF, measured experimentally [82] is shown by data points.
The K 3s and F 2s peaks are accompanied by an unusually strong satellite whose intensity is
comparable with that of F 2s line. Note that in closed-shell atoms s-photoelectrons give rise to
broad single lines. In our case, however, K ion has an empty 3d-subshell. Therefore, in addition
to the reaction 3s?3p® + v — 3s'p® 4 e with the final state symmetry 2S of K** there is also
a possibility for the channel 3s23p® + + — 3s23p*3d’ + e characterized by the same symmetry
of the final configuration. In the latter case a p-electron is promoted to the normally empty
d-orbital and a two-hole state is created instead of a single hole in the s-orbital as it is in the
first situation. It should be stressed that identity of the final-state symmetries is essential as the
two-hole configuration cannot be directly excited by photoelectric interaction [82]. On the other

hand, the contribution of the 3s?3p*4s! state to the final wave function is small due to a weak
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overlapping of the third and the fourth shells [83,84]. The state 3s?3p*4s? corresponds effectively
to a higher photoelectron binding energy as compared to the principal configuration 3s'3p® (50
eV versus 35 eV) while the shake off-satellite peak intensity is about 256% of main peak. Similar
spectra are expected to occur for 3s and 4s electrons of the 3d and 4d group transition metals,

respectively, and 4p electrons in the vicinity of rare earths [82].

KF
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10 counts /channel
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Fig. 5. Final-state configuration satellite of K 3s in KF (after ref.[82]).

The photoelectron line intensity is directly proportional to the probability of photoionization
and therefore, methods of calculation of a photoelectric cross section occupy a considerable space
in the theory of XPS [84,83]. The differential photoelectric cross section dop is equal to the ratio
of a number dv of electrons emitted from an atom with the momentum (p,p+dp) per unit time

to the flux F of incident photons. Thus, we have

doy, = dv/F (2.14)
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The major peculiarities of core-shell photoionization can be discussed in terms of the simplest
one-electron and sudden approximations [11]. The first of them implies that the initial multiple-
electron wave function can be split into an antisymmetrized product of the active orbital ¥,; and
an (N — 1)-electron remainder, where N is the total number of atomic electrons [11]. The final
state is described in a similar way. The sudden approximation assumes that the excitation of the
nl-subshell occurs rapidly enough so that the distribution of passive electrons does not change
significantly. The criterion of validity of this assumption is given by the inequality /7T < 1,
where 7 and T are the typical interaction and relaxation times of the system. The interaction
time 7 is about ag/v. where v is the photoelectron velocity. In the energy range from several
hundred eV to several keV the quantity 7 ~ 107! s, Assuming that relaxation of the N —1
electron system occurs through a series of Auger transitions we have T ~ 107* s [63] and the
requirement 7 < T is well fulfilled.

Under the aforesaid assumptions the number of electrons leaving an atom with the momentum

p in the direction ) within an elementary solid angle dQ per unit time reads [[36]
dv = (27h*)7% | Mys |* §(p*/2m — hw + En)p*dpdQ, (2.15)
where w is the frequency of incident photons and the matrix element M;; is given by the integral
My = [ vfi.dr. (2.16)

Here H is the part of the Hamiltonian describing the interaction of the atomic electron with the
incident radiation, ¥; and t; stand for the initial and the final electron wave functions, respec-
tively. Under the assumptions of a weak electromagnetic wave propagating in a uniform medium
the perturbation A can be approximated as H = —(e/mc)Ap [11,87]. In the latter formula
p = —2AV is the momentum operator and A is the vector potential. The vector potential is cali-
brated in such a way that its divergence is zero, V- A = 0. The wave length of incident photons
A is usually large compared with the effective radius a,; of a subshell from which emission occurs
(A > an). Therefore, variation of the vector potential over the effective region of integration in
expression (2.16) can be neglected and the quantity A may be replaced by €4y where & is a unit
vector in the direction of polarization and Ao is the amplitude of the vector potential.
Performing integration over the absolute value of the momentum in the right-hand side of

expression {2.15) and substituting the result obtained into (2.14) we arrive at the equation

dog, = (2a/m)v/w) | my | d9, (2.17)
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where the fine structure constant a = €*/hc and the reduced matrix element
mig = e/w’fw,vdr (2.18)

are introduced. When deriving expression (2.17) we took into account the explicit formula for
the photon flux F =< § > /hw = w2A/87hc. Here the notation < S > is used for the average
value of the Pointing vector.

At this stage, it is advisable to make some qualitative assessments. In order to do so, the
electron wave functions are to be specified. Suppose the final state is described by a plane wave
¢; ~ exp(ikr), where k = p/A is the electron momentum in units of the Planck constant. Such
an assumption is well substantiated for relatively fast photoelectrons when the energy of the
incident photon %w greatly exceeds the ionization threshold E,; (hw > E.). Without loss of
generality, the initial wave function is assumed to decay very rapidly at distances r > a,; and to

be normalized to unity. For simplicity, we set

W~ (wai,)'mexp(—r/anl). (2.19)

The wave function defined by formula (2.19) corresponds to a spherically symmetric ground state
and for an,; = ao/Z coincides with that of the K-shell electron. Making use of these simple
wave functions we find that the reduced matrix element squared is of the order of | m;s [*~
167ay,;/(kay)® since the major contribution to integral (2.18) is provided by the region of inte-
gration r ~ k7. Substitution of this result into Eq. (2.17) and subsequent integration over the

emission angles yields the estimate for the total photoionization cross section
oo ~ 2 maad(ao/an) P10 Jhw (b — En)*, (hw > Eu), (2.20)

where Iy = e?/aq = 27.2 V. From these elementary considerations some important inferences can
be made. As seen from (2.20) at high energies fiw 3> E,; the cross section diminishes quite rapidly
with the photon energy. The power law ¢,, ~ E~, where F is the photoelectron energy, with the
parameter v = 2.5 is in qualitative agreement with experimental data for Ne 2s subshell ionization
(7 ~ 2.0) [88]. Another scaling relationship follows for the ratio of K-shell photoionization cross
sections of elements 1 and 2 at a fixed photon energy hw. Since for the K-shell the effective radius

any = ap/Z we find from (2.20)
Opn1/Tpnz = (v2Z1]Zo0), (2.21)

where the photoelectron velocities v; and v, are introduced for convenience. Equation (2.21)

may be useful for rough estimates of s-shell photoionization probabilities for elements with close
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Z-numbers. For instance, the ratio of cross sections or,/0ne1s for the case of s-electrons excited
by Ti Ke radiation is equal to 0.52 as it follows from (2.21). This compares satisfactorily with the
value 0.66 obtained from accurate quantum-mechanical calculations [89]. Finally we note that
the photoionization cross section reaches its maximum value o} ~ 7a?; at the photon energy
hw ~ E,;. Since the effective radius of a shell ranges from a,/Z to about ay we conclude that the
quantity oy} is typically within the interval (1/2%,1)-10> Mb. As an example, in Fig. 6 the energy
dependence of the photoionization cross section for the 2s shell of Ne, obtained experimentally

[88] and theoretically [90].
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Fig. 6. The energy dependence of the Ne 2s shell photoionization cross section. Solid curve
- experimental results [88], dashed line - Hartree-Fock calculations (velocity form) by Kennedy

and Manson [90].

At present, a starting point to determine reasonably good wave functions of the initial and
final states is the self-consistent-field method of Hartree- Fock {11,91,92]. This approach is based
on the assumption that the wave function of an N-electron system can be approximated by
a Slater determinant of N orthonormal single-electron spin-orbitals [11]. The optimum wave
function is obtained from the condition of minimum of the total energy by applying the variational

principle. A weak point of this technique is that some of experimentally observed many-electron
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phenomena cannot be explained. To account consistently for correlation effects a number of more
sophisticated methods have been proposed. Among them there are the continuum configuration
interaction method of Fano [93,94], the close-coupling method [95-97], the R-matrix theory [98,99],
the many-body perturbation theory [100-102], the random-phase approximation with exchange

[103-109] and a relativistic modification of the latter [110-112].
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Fig. 7. Photoionization cross sections per electron (barns) for the atomic subshells versus
atornic number of the element (after ref. [85B

In the method of Fano [93], the continuum eigenfunction of the exact non- relativistic Hamil-
tonian H are expanded into a series on eigenfunctions of the approximate Hamiltonian H’. Thus,
the solution of the Schroedinger equation for the probe Hamiltonian H' allows to generate a set of
eigenfunctions in the zeroth order approximation. It is assumed that such a solution can be found
accurately enough, therefore selection of the operator H'is a crucial point in this approach. The
close-coupling formalism stipulates that the wave function of the continuum state be presented by

a series on functions ¥, F,, , where ¢, and F, are the eigenfunctions of the residual ion and photo-
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electron, respectively [86]. The unknown functions F, can then be found by the Kohn variational
principle [113]. The scheme of the many-body perturbation theory implies starting with a certain
basis set of eigenfunctions and treating the total Hamiltonian of the system as a perturbation to
find an approximate solution. Some classes of perturbation terms can be accounted for to infinite
order, in the random-phase approximation [86,103-112]. This is achieved, however, at expense of
omitting certain perturbation corrections. A more detailed discussion of various approaches used
for accurate calculation of the photoelectric cross section can be found in ref. [86].

Figure 7 shows the theoretical photoionization cross sections per electron in barns [85] compiled
by Scofield [114]. The cross sections were calculated by the relativistic Hartree-Fock-Slater wave
functions for the excitation energy hw = 1500 eV. To obtain an actual cross section a data-point
from Fig. 7 should be multiplied by the number of electrons in a subshell or a valence band. Thus,
for fully occupied core orbitals one has to multiply the intensity by 2 for s—, 4 for p3/,—, 6 for dsp

-photoelectrons and so on [85].
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Fig. 8. Angular distributions of 2p and 3s photoelectrons ejected from Ne and Kr atoms,

respectively. Experiment: open triangles — Ne [88], black circles - Kr [116]. Solid curves -
analytical calculations from (2.22). The 3s-curve is normalized to unity at maximum.

The angular distribution of photoelectrons irrespective of their energy can be found indepen-
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dently of dynamics of the ejection process in the dipole approximation [86]. The corresponding

differential photoelectric cross section reads
dopn/dQ = (opn = [47)[1 — (8/4)(3cos* © — 1)) (2.22)

where O is the angle between the photon propagation direction and the momentum of the pho-
toelectron, while 3 is the asymmetry parameter. Formula (2.22) is valid for unpolarized or
completely circular polarized radiations [115]. In particular, for s-photoelectrons the asymmetry
parameter 3 = 2 as follows from (2.17)-(2.19). In Fig. 8, the experimental angular distribu-
tions for Ne 2p and K 3s photoelectron lines excited by Mg Ko radiation [88,116] are shown by
data-points. Also displayed for comparison are the theoretical distributions obtained from for-
mula (2.22) and normalized to unity. Calculations are made for the asymmetry-parameter values
G35 = 2.0 and f;, = 0.70 [89]. The analytical results are seen to be in good agreement with the
experimental data.

Extensive tabulations of photoelectric cross sections for photoelectron lines excited by x-rays

emitted by major anodes used in XPS (c¢f. Table 1) can be found in ref. [89].

TABLE 1. Energies and Widths of Basic X-ray Lines Used in XPS [88,117].

X-rays Energy (eV) Width (eV) X-rays Energy (eV) Width (eV)

Y M( 132.3 0.47 Mg Ke 1253.6 0.7
Zr M(¢ 151.4 0.77 Al Ko 1486.6 0.85
Nb M( 171.4 1.21 Si Ka 1739.5 1.0
Mo M(¢ 192.3 1.33 Y La 1922.6 1.5
C Ka 278 6.0 Zr La 20424 1.7
Ti La 395.3 3.0 Ag La 2984

Cr La 572.8 3.0 Ti Ke 4511 2.0
Ni L 851.5 2.5 Cr Ka 5414 2.1
Cu Lo 929.7 3.8 Cu Ka 8048 2.6

D. Elastic scattering of medium energy electrons on atoms

Elastic scattering influences both signal electron attenuation in AES/XPS and penetration
of primary electrons in AES. This kind of interaction is responsible for the electron momentum

relaxation and is mainly due to scattering in the Coulomb field of an atomic nucleus. The
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strength of the atomic field increases rapidly with decreasing the distance between the nucleus
and incoming electron. As a result, the probability of elastic scattering is dominated by small-
impact parameter collisions, characterized by impact parameter b < ao. Being negatively charged
an electron can penetrate deep into the atomic core region. The electron energies relevant to
AES/XPS are of the order of or less than the typical absolute value of the potential energy of
electron-atom interaction. As a result, the electron wave length A becomes comparable with
the Thomas-Fermi screening radius a ~ 0.885a0Z~'/3, where Z is the nuclear charge. Hence,
the quantity X is of the order of the typical distance over which the atomic potential changes
noticeably. Resorting to an optical analogy and treating the atomic core region as a source of
secondary electron waves one might expect pronounced diffraction effects in the probability of
large angle scattering under the condition A ~ a. From the dynamical point of view, in the region
of distances r ~ a an electron experiences most probably large-angle scattering and even orbiting
(118]. The latter is a purely quantal effect forbidden in a classical picture of motion. It leads to
appearance of a rainbow structure in the shape of the differential elastic scattering cross section
[119].

It should be stressed that small-angle scattering caused by large-impact parameter collsions
in the case of an isolated atorn may be different from that for an atom imbedded in a solid.
However, the influence of small-angle deflection events on the medium energy electron transport
is rather weak since small-impact parameter collisions dominate. Hence, the problem of elastic
interaction in solids may be reduced to a calculation of the differential elastic cross section for
electron-atom scattering. The differential elastic scattering cross section can be evaluated by the
R-matrix method [120], the method of polarized orbitals [121,122] and the optical model [123-
125] including exchange and polarization effects. Fortunately, exchange and correlation effects
in elastic scattering of medium energy electrons on atoms can be usually neglected and a simple
optical model with an effective single particle potential can be applied. To show this we note,
following [126] that the exchange interaction is of the order of the reciprocal of the mean distance
between atomic electrons and is proportional to p!/3, where p is the electron density. Denoting
by V the absolute value of the potential interaction energy of an electron in a screened Coulomb
field we find that p1/® ~ V1/2_ Since the absolute value of the potential energy V ~ Z4° in the
atomic core region, the exchange interaction is small compared with V (p!/3 « V) everywhere
except for the outer shell ridge of an atom, i.e. at distances r ~ ag where V ~ V1/2 ~ 1,

The short-range (r < ao) and the long-range (r > ao) parts of the correlation interaction are

to be treated separately. The long-range correlation represents mainly polarization of outer shells
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and is roughly proportional to the interaction time 7 ~ 1/v < 1. The short-range correlation
interaction consists primarily of the potential fluctuations and has been shown in ref. [125] to be
significantly less than the quantity V. Thus exchange and correlation may affect mainly small-
angle scattering of fast electrons. Although elastic scattering takes place against the background
of excitation and ionization of atomic shells, inelastic channels have been shown to influence
insignificantly the elastic scattering probability [126)].

Taking advantage of these estimates we can write the potential energy of interaction as a
simple average over the atomic ground state U(r) =< 0 | U [ 0 >. In the nonrelativistic case
the differential elastic scattering cross section can be expressed via the scattering amplitude f(4)
[118,127]

do(8) =| f(¥) |* dQ2. (2.23)

The quantity f(¥) can be found then from the quantal theory of scattering [127]
f(@) = —ih/(2mE)? S7(1 4 1/2){exp(2i§) — 1} P(cos ?), (2.24)

where §; is the phase shift, P(cos¥) is the Legendre polynomial and the summation is performed
over all orbital numbers from / = 0 to co. The physical meaning of the phase shift § can be
easily traced out by noting that in the quasiclassical approximation [128] the product %é; is equal
to the difference of the full action of an electron of the momentum [/k, scattered in the central
field U(r), and that of a freely moving particle, or to the so-called compensated classical action
[129]. A rough estimate of the number of terms contributing effectively to sum (2.24) can be
obtained from the condition b, ~ ao , where b, is the maximum impact parameter for a
collision leading to a noticeable delfection of an electron. Since b ~ {/k we find I,,,,;. ~ kag. Thus,
at kap < 1(E < 10 eV) only the s-wave contributes significantly to the right-hand side of (2.24)
while at the energy E ~ 1000 eV the number [, may be about 10 and even higher.

The differential elastic scattering cross sections calculated from (2.23) and (2.24) for different
realistic atomic potentials may vary slightly in their shape and especially in the small angle
scattering region. Generalization of results (2.23) and (2.24) for the relativistic case can be found
elsewhere [130,131]. The differences between relativistic and non- relativistic cross sections, as
a rule, are within the limits of variations of the do/df}-shape obtained for different potentials
(129,132,133].

Figure 9 shows, as an example, the differential elastic scattering cross section for electron
scattering at krypton at the energies of 100 and 500 eV. The dotted line represents the re-

sults of relativistic quantum mechanical calculations by the algorithm of Jablonski [134] for the
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Thomas-Fermi-Dirac potential [135]. Also presented for comparison are the nonrelativistic quan-
tum mechanical calculations {129] for the parameterized Hartree-Fock potential of Garvey et al.

[136]
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Fig. 9. Differential cross section for electron elastic scattering from Kr at the energies 100
and 550 eV. Solid and dashed curves are nonrelativistic quantum mechanical and semiclassical
calculations, respectively [129]. Dotted line is relativistic quantum mechanical calculations by the
algorithm of Jablonski [134]). Open circles are the numerical results of ref. [124]. Filled arcles
and triangles are experimental data from refs. [137,138].
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(solid curve), semiclassical results [129] (dashed curve) and experimental data from refs. [137,138]
(filled circles and triangles). Additionally shown by open squares are the results of calculations
of ref .[124]. The diffraction oscillations of the differential cross section in the region of large
scattering angles are seen to become more pronounced as the electron energy decreases from 500
to 100 eV and are well reproduced by the theoretical calculations pertaining to different potentials.

The quantity characterizing the average rate of electron momentum relaxation is the transport
mean free path

o = (Moy) ™, (2.25)

where M is the atomic bulk density and oy, is the momentum transfer (or transport) cross section.

The transport cross section is defined by the expression [36]
= (4n/k?) Z (14 1)sin* (8141 — &) (2.26)
=0

The quantity o:, can be also found from direct integration of the differential elastic scattering

cross section weighted with the function (1 — cos ) over all scattering angles
o, = | dQ(1 — cosF)do/dD. (2.27)
4

The difference 1 — cos ¥ represents the relative change of the electron momentum in the initial
direction of motion. Therefore, by its physical meaning, the transport cross section is proportional
to the average probability of the momentum transfer along the particle velocity. Correspondingly,
the transport mean free path is the pathlength to be travelled for the momentum change to be
of the order of the initial electron momentum itself. Hence, the particles travelled in the target a
pathlength A, are expected to be scattered intensively at large angles.

From expression (2.27), it follows that the contribution of small-angle scattering events to the
transport cross section is less pronounced, due to the presence of the factor 1 — cos?. In other
words, the small-impact parameter collisions play a major role in the electron momentum relax-
ation. This enables to describe elastic electron-atom interaction, when evaluating the quantity o,,
by means of a simple Thomas—Fermi potential {126]. In particular, by applying the quasiclassical
approximation. Tilinin [126] found that in the medium energy range the transport cross section

is a universal function of the reduced electron energy
= Ea/e?Z*? (2.28)
and can be presented in the form

o = 7a’S(e), (Z7F < e < 23, (2.29)
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The function S(¢) is roughly inversely proportional to the reduced energy for ¢ < 1 and increases
with € according to the law S(e) ~ e !lne. It is tabulated in ref. {126], where a number of ana-
lytical expressions for oy, are also derived for higher energy regions. An approximate formula for
the universal function S(e) has been proposed recently [139]. In Fig. 10, the reduced momentum
transfer cross section oy, /7a? is displayed as a function of the reduced energy ¢. The results of
calculations of ref. [126] (the universal function S) and experimental data of refs.[140-142] are
shown by the solid curve and the data-points respectively. Also shown are the values of o, /ma?
calculated in refs. [120,146,144] for various elements of the periodic table. From Fig. 10 it is seen
that the same curve fits a vast majority of data points. This may be regarded as an indication
of the validity of dependence (2.29) in a broad interval of energies. Note that the quasiclassical
approximation can be applied not only to evaluation of the quantity o, but aLlso to calculation of
the differential elastic scattering cross section as shown by Burgdorfer et al. [129] if pseudoclas-
sical path contributions to sum (2.26) are properly accounted for. The quasiclassical differential
cross section for e-Kr elastic scattering [129] is shown in Fig. 9 and is in good agreement with
both relativistic and nonrelativistic calculations.

The transport mean free path plays an important role in describing elastic scattering effects
in AES/XPS [145]. The A -values have been tabulated recently in ref. [146] for the principal

photoelectron line excited by Mg Ka and Al Ko radiations in 27 monoatomic targets.

E. Inelastic interaction. Inelastic mean free path

Inelastic interaction of signal electrons with solids is the major phenomenon affecting the
surface sensitivity in AES/XPS. This interaction reduces mainly to polarization of matter an
electron penetrates through. In contrast to elastic scattering, during an inelastic collision, a signal
electron may loose a noticeable amount of energy and thereby not contribute to the characteristic
peak intensity. Thus, attenuation of signal electrons in solids is primarily determined by inelastic
scattering on their way out of a sample.

Quasi-free and weakly bound solid electrons response quickly to the electric field of a moving
charged particle. On the other hand, the space positions of atomic nuclei remain almost unaffected
due to a large ratio of the nucleon to electron masses. As a result, the equilibrium between positive
{nuclei) and negative (quasi-free electrons) charges in a target turns out to be disturbed [147].
The displacement of negative charges leads to appearance of an additional electric field which

tends to slow down the probe electron. Generally, the larger the period of time during which the
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polarization takes place is, the more effectively the probe electron loses its energy. This, however,
is true if there is a mechanism responsible for an irreversible energy transfer from the electron to

numerous degrees of freedom of the solid. When the electron energy exceeds several ten eV,
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Fig. 10. The universal dependence of the reduced transport cross section for elastic scattering
of electrons by complex atoms on the reduced energy . The solid curve represents calculations
by formula (2.29) [126]. 1. Ti, 2. Cu, 3. Mo, 4. Ag, 5. Sn, 6. Ta, 7. Au, 8. Pb, 9. U~
results of numerical calculations of ref. [143] for the energy range £ = 1.0-8.0 keV; 10. Ne -
R-matrix method, 50-200 eV [120}]; 11. Xe - calculations based on generalized experimental and
theoretical data, 0.3-10.0 keV [144]; 12. N - experimental data, 50, 75 eV [140]; 13. O, 14. Ar -
experimental data, 0.3~1.0 keV [141]; 15. Ne - experiment, 100 eV [142].

then the energy is most probably transfered to the collective excitations of the quasi-free electron
gas of the target (the so-called excitons and plasmons), or to individual conduction electrons
undergoing interband or intraband transitions [148]. It should be emphasized that the idea of
treating the ensemble of weakly bound solid electrons as a gas of non-interacting free particles
first introduced by Zommerfeld (cf. [149]), ab initio suggests a quasi-particle representation. Each
quasiparticle, in this picture, may be characterized as a separate oscillator with its effective mass,
bond strength and damping coefficient [150]. Damping of the collective oscillation of the electron

gas is eventually caused by electron-electron and electron-phonon scattering. The criterion of
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validity of collective description requires that the mean time 7. of collisions disrupting the col-
lective motion be large compared with the typical period of oscillations [151], 7. > 27 /w,, W, -
the plasma frequency. This requirement is usually well satisfied for the most important electron-
electron interactions of conduction electrons in a metal. Those are due to short-range screened
Coulomb forces and, for an almost degenerate electron gas, characterized by a collision time much
larger than 27 /w, [151,152]. Note that, on the other hand, long range Coulomb forces are believed
to be responsible for the organized behaviour of the electron gas [152]. As regards electron-phonon
scattering, its typical collision time is even much greater than that of electron-electron collision
and is about 1071? 5 [151].

The response of the ensemble of solid electrons to the motion of the probe charged particle is
described by a macroscopic electric field. In fact, as far as the energy losses of the probe electron
are concerned, only the difference between the electric field E(r,?) in the target and the electric
field Eo(r,t) created by the moving electron in vacuum matters. It is assumed that the difference
between E and Eq is, to the first approximation, linearly proportional to the electric field of the
projectile Eq. The linear response theory was originally developed by Bohm and Pines in a series
of papers [151-154] and by Lindhard [149] in the early fifties. Later different modifications of
this theory have been used by many researches to describe inelastic scattering of medium energy
electrons in solids [148,155-170]. The principal ideas of this approach are briefly considered below.
Following ref. [147] we obtain for the energy losses of the probe electron per unit pathlength the
equation

dE/ds = (ev/v)[E(vt,t) — Eg[(vt,1)], (2.30)

where the slowing down is assumed to be small so that the first derivative of the radius vector
Oro(t)/ 0t of the electron can be replaced by its velocity v. Since a motion of a free charge in
vacuum is not affected by its own field the second term in the right-hand side of Eq.(2.30) can

be omitted and the energy losses read

dE/ds = (ev/v)Re / dq / dwE(q,w) expli(w — qv)1]. (2.31)

Here we introduced the Fourier transform of the electric field amplitude E(q,w) of a point charge
moving at the constant velocity v in a polarized medium. From the Maxwell equations, it follows
that in the nonrelativistic case v <« ¢ (where ¢ is the velocity of light) the amplitude E(q,w) is

given by the expression

E(q,w) = —(ie/27%)q[6(w — qv)/q’e(q, w)], (2.32)
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where £(q,w) is the dielectric function depending on the wave vector q and the frequency w of
the disturbance. Substituting the explicit expression for the amplitude E(q,w) into (2.31) and
performing integration over the component of the vector q parallel to the velocity v by means of

the é-function we find
+00 +
dE/dS = (26 [mv?) /0 duo / " dgRefiw/ge(g,w)). (2.33)
2

When deriving the latter expression, the variable ¢ = [(q — wv/v?) + (w/v)?]"/? was introduced
and the integration over the azimuthal angle of the vector q in the plane perpendicular to the
velocity v was performed. Besides that we took into account that the dielectric function can be
presented as £ = ¢’ + ", where its real part £’ is an even function of w, while the imaginary part
" is an odd function of frequency. Hence, Re iw/(e' +¢") = we"/[(e")* + (¢”)%] is an even function
of the frequency w and the integral over the frequency from ~oc to +0o is equal to the integral
from @ to 400, multiplied by the factor of two. The upper and the lower limits of integration in

(2.33) over the momentum transfer g are determined from the energy conservation law and read
gt = [(2mE)Y? £ (2m(E ~ h))/?)/h. (2.34)

Expressions (2.33} and (2.34) allow to assess the typical distance at which inelastic interaction
accompanied by plasmon excitation takes place. This distance is about r ~ g7! ~ v/w,. Substi-
tuting into the latter relationship the plasmon frequency w, ~ €?/agh we find r ~ agv/vg, where
ay and vg are the Bohr radius and velocity, respectively. Hence, for electrons of the energy range
from 100 to 2000 eV, the excitation of plasmon oscillations occurs in a volume of space with the
linear dimension of 0.1-0.7 nm. This distance is of the order or large compared to the atomic
size and is consistent with the idea of long-range Coulomb forces being responsible for collective
oscillations of the electron gas.

The energy losses per unit pathlength, defined by (2.33} comprises the losses in scattering
events accompanied by all possible energy (hw) and momentum (q) transfers. Hence the integral
over the momentum transfer g is proportional to the differential probability for the probe electron
to loose a certain amount of energy in an inelastic collision. This probability is often referred to
as the differential inverse inelastic mean free path, or alternatively, as the macroscopic differential

inelastic scattering cross section w(E | kw). By rewriting (2.33) in terms of the function w(E | w)
dE/ds = / d(hw)hww(E | hw), (2.35)

we obtain

w(E | hw) = (262 /7h%?) j;qj dgq™ " Im[e(q,w)). (2.36)
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The total probability to loose any amount of energy when travelling a unit pathlength can be
found by integration of the function w(E | Aw) over all energy transfers. The quantity being
equal to the inverse total probability to be scattered inelastically per unit pathlength is called
the inelastic mean free path (IMFP)

A= [ [ dew(E | e)r , (2.37)
where ¢ denotes the energy transfer.

As follows from (2.38) and (2.39), the key role in evaluation of the IMFP is played by the
dielectric function £(q,w). Finding a general accurate formula for this function from physically
based arguments is usually difficult as the quantity £(q,w) depends on a specific behaviour of
weakly bound states and is affected by exchange and correlation effects being either neglected or
approximately accounted for in the linear response approach. Thus we encounter here the same
problems as in the Bethe theory of inner-shell ionization (cf. Section 2A). One of the ways to
overcome this difficulty is to use an empirical dielectric function. In particular, in the algorithm
of Tanuma et al. [171] and that of Ashley [172], the experimental optical absorption data are
employed to evaluate the quantity ¢(q,w) and to obtain numerical IMFP values. The procedure
used in ref. [171] is based on the semiempirical model of Penn [165]. Penn’s suggestions comprise
the following basic points:

(a) It is assumed that Im[e(0,w)]™! = Im|e(w)]™?, where £(w) is the optically measured dielectric
function

(b) The imaginary part of the inverse dielectric function for an arbitrary value of the momentum
transfer q is equal to the corresponding quantity of the Lindhard dielectric function averaged over
a Wigner-Seitz cell with a fictitious electron density.

Thus, the fictitious electron density is related by condition (a) to the experimentally deter-
mined ¢(w), yet not uniquely, leaving thereby much space for arbitrariness. Nonetheless, as-
sumption (b) makes possible to: 1) account for spatial variation of the electron density in the
statistic approximation [164], and 2) find the explicit dependence of the quantity ¢ on the mo-
mentum transfer since the analytical expression for the Lindhard dielectric function is available
[149]. Making further use of the single-pole approximation for the imaginary part of the reverse
Lindhard dielectric function allows to reduce the formula for the IMPF at energies higher than
200 eV to a single-integral expression [171]. In addition to points (a) and (b), the constructed

dielectric function is forced to meet the sum rules [173-173]

/Ox Im(1/(0.))dw/w = —7/2. (2.38)
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and

/D ” Im{1/e(0,w)lwdw = —7w?/2. (2.39)

Tanuma et al. extended their calculations of the IMFP for 27 elements [176], 15 inorganic [177} and
14 organic compounds [178] over 50-2000 eV range. Their results are in good agreement with the
numerical values of IMFP obtained by other authors [172,179] at relatively high energies (> 1000
eV). However, in the energy range between 50 and 200 eV the differences among IMFP values
obtained in refs. [172], [176] and [179] may reach up to 50%. Selected results of IMFP calculations
from refs. {176-178] are presented in Table 2. It is seen that typical IMFP values are of the order
of several nm. At E > 200 eV the IMFP increases with energy approximately as A; ~ E°,
where & = 0.7 — 0.8. This is in agreement with earlier findings reported in refs. {153,154,180-
183]. It should be emphasized that although the atomic serial number dependence of A; is weakly
pronounced the IMFP is material dependent and cannot be described by a single universal curve

as a function of energy.

TABLE 2. The Inelastic Mean Free Path Values for Selected Elements [30].

E, eV C Al Si Ti Ni Cu Mo Pd Ta W Au Bi
50 39 32 41 45 49 50 51 48 48 50 67 49
100 64 42 53 51 46 50 45 41 45 41 48 5.5
150 7.5 533 65 62 51 56 50 54 50 45 48 6.3
200 88 63 78 73 57 62 56 62 535 50 351 1.2

400 13.7 100 125 116 81 90 85 94 80 73 71 106
600 184 133 166 156 104 11.4 11.3 125 104 94 91 140
800 22.8 165 20.6 195 127 13.9 14.0 154 127 11.4 11.1 17.2
1000 27.0 196 244 232 149 163 165 182 148 13.4 129 20.2
1200 31.1 226 28.2 268 17.0 187 189 209 169 152 148 23.2
1400 35.2 235 31.83 302 19.2 21.0 21.2 235 19.0 17.1 16.5 26.1
1600 39.1 284 354 336 21.2 233 235 26.0 21.0 189 183 289
1800 43.0 313 39.0 369 233 25.8 284 229 206 200 31.6
2000 46.8 34.1 425 402 253 28.0 309 249 224 216 344
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In order to facilitate evaluation of inelastic mean free path values Tanuma et al. [176] proposed
an analytical expression for A; , which was prompted by the Bethe equation for the ionization
cross section, since the behaviour of inelastic scattering probability in solids is supposed to be
approximately the same as for isolated atoms [184]. These authors modified the Bethe equation
by including two additional terms in an attempt to account for exchange effects as suggested by
Ashley [172] and Inokuti [185]. The resulting expression contains four parameters which may be
related in an empirical way to principal quantities characterizing the electron gas in solids, i.e.,
the Fermi and plasmon energies, atomic bulk density and number of quasifree (valence) electrons

per atom. The result of Tanuma et al. reads
Ai = E/{E[BIn(~E) ~ (C/E) + (D/E?), (2.40)

where E = 28.8(N,p/M)'/? is the free-electron plasmon energy (in eV), p is the bulk density (in
g/cm® ), N, is the number of valence electrons per atom or molecule and M is the atomic or
molecular mass. The parameters 3,v,C and D are tabulated for 27 elements and expected to be
constant over the range of energies from 50 to 2000 eV [176]. The authors of ref. [176] also proposed
approximate analytical expressions for the parameters 3,~, C and D. These analytical expressions
together with (2.40) constitute the so-called predictive formula TTP-2. In the limiting case of
high energies formula (2.40) reduces to the corresponding result of the first Born approximation.
In Fig. 11, the dependence of the IMFP on the energy is shown by the solid curve for a silver
target. The solid curve is obtained by interpolating the results of calculations by Tanuma et al.
[176] for the energy interval 10-2000 eV and making use of the modified Bethe equation [176] for
the energies from 2.0 to 3.0 keV.

Experimental determination of the IMFP encounters some difficulties due to a noticeable
background of elastic scattering which contributes to the overall attenuation of a signal electron
current [186]. Therefore, in order to measure the quantity A; it is necessary to account correctly
for the influence of elastic collisions (¢f. Section 3). Here, we would like to mention recent
results obtained from measuring the probability of elastic backscattering [187-197]. The elastic
reflection coefficient depends on the exact shape of the differential elastic scattering cross section
and the inelastic mean free path [189,198]. Jablonski [189] found from MC simulation data that
the elastic backscattering probability in a large solid angle is roughly proportional to the inelastic
mean free path. This provides a simple means to determine IMFP values from a routine analysis
of the energy distribution of backscattered electrons in the vicinity of the elastic peak (elastic

peak electron spectroscopy). Especially attractive looks the idea to employ relative elastic peak
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intensities [192]. It stipulates, however, that the IMFP for some particular material (standard)
be known. Lesiak et al. [192] used this method to measure the IMFP for carbon (graphite and
glassy form), nickel and platinum at electron energies from 270 to 2350 eV with Al as a reference
sample. The results obtained in ref. [192] for graphite are shown in Fig. 12. Here, also displayed
are the experimental data [199-201} for the so-called attenuation length (AL) and the dependence
of the IMFP on energy as predicted by Tanuma et al. [171]. The AL is expected to be very close
to the corresponding IMFP in this case due to weak scattering properties of carbon (for discussion
of the difference between IMFP and AL see below). Nonetheless, the Al values are seen to be less

than the respective IMFPs by 20% on the average.
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Fig. 11. The energy dependence of the inelastic mean free path for silver. Solid line —
calculations from the algorithm and the modified Bethe equation of Tanuma et al. [176] (¢f. text
for details). Experimental data: open triangles [193], open squares [194], black triangles [196],
black and open circles — with and without the surface-excitation correction, respectively [197].

The same technique was applied to determine the IMFP in silver [193] in the energy range
from 500 to 3000 eV. The energy dependence of the IMFP was found to follow the power law
with the coefficient o = 0.699. The results found in ref. [193] for the aluminium standard are
about 60-70% less than those predicted by the modified Bethe equation and obtained later for the
nickel reference sample [196] (cf. Fig. 11). The authors of ref. [196] attribute these discrepancies
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to surface roughness of the aluminium sample which was sputter-cleaned and to high inelastic
background accompanying the elastic peak of Al. The results of ref. [196] as well as those of
Dolinski et al. {194]. compare well with the calculations based on the modified Bethe equation
[176].
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Fig. 12. The energy dependence of the inelastic mean free path for graphite. Open and
filled circles are the data of ref. [192] obtained by direct integration of the elastic peak intensity
and spectra decomposition, respectively. Open triangles and filled squares are the AL data of
refs. [201] and [200], correspondingly. The solid curve - theoretical results of Tanuma et al. [171].

An analytical expression relating the angular distribution of elastically reflected electrons to
the IMFP has been obtained recently by solving a transport equation with appropriate boundary
conditions [202]. This expression can be used for converting the experimentally measured angular
distributions into inelastic mean free path values. Beilschmidt et al. [193] employed the theory
developed in ref. [202] to determine the IMFP for Al, Ni, Pt and Au. at the electron energies
250-1500 eV. These authors used three different standards to study the influence of a reference

sample on the IMFP measured experimentally and found the IMFP for Ni, Pt and Au to be
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systematically lower when the Al standard was used. On the other hand, the IMFP values of
gold, obtained for Ni and Pt standards in ref. [195] (¢f. Fig. 13) compare well with those reported
by Dolinski et al. [194].

An alternative option would be to use the Monte Carlo (MC) simulation to evaluate the
angular distribution of backscattered electrons for different IMFPs. A value of the quantity A; at
which a theoretical distribution fits best to the corresponding experimental one is considered as

the correct IMFP value [197].
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Fig. 13. The energy dependence of the IMFP in gold. The data points are the experimental
results [195] evaluated %or ifferent standards: filled circles - Al, triangles ~ Ni and diamonds -

Pt. The values of the IMFP by Tanuma et al. [171] are also shown by a solid line for comparison
(after ref. [195]).

The theory of inelastic scattering presented above is valid for an infinite solid. Meanwhile,
recorded signal Auger and photoelectrons, at least once, travel in the vicinity of the surface
(when crossing the boundary between vacuum and a target). The polarization of a medium
in the near surface region is different from that in the bulk and so is the process of inelastic
energy losses. The surface effect is important at distances from the surface comparable with

the electric field relaxation length, i.c., at 7 ~ w/v and amounting to about few A. Recent
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theoretical studies [166,167,203,204] point out the influence of the semiinfiniteness of a medium on
the energy spectra of quasielastically backscattered electrons. The surface charge density induced
by a moving electron creates an additional electric field, which affects the electron motion both
inside and outside the target, so that the particle experience energy losses not only in the bulk,
but also above the surface. Chen [197] included the surface-effect correction into the algorithm of
evaluating the IMFP from experimental REELS data and found that accounting for the surface
excitations decreased IMFP values. His results obtained from processing experimental data of
Dolinski et al. [191] for a silver target, with and without incorporating the surface excitations are
shown in Fig.11.

Concluding this section, we would like to stress that the inelastic mean free path should not
be confused with the attenuation length (AL). The term AL was used in the past to account for a
combined effect of elastic and inelastic collisions on the Auger and photoelectron line intensity and
is essentially based on the idea of the exponentially decaying escape probability. The attenuation
length coincides with the inelastic mean free path only in the case when elastic scattering is
negligible. Generally, the escape probability of signal electrons is not described by a simple
exponential law [203] and thereby the term AL becomes questionable. Nonetheless, in earlier
studies, this quantity was a subject of extensive compilations [205] primarily due to numerous
data available from overlayer experiments. A meaningful quantification of experimental results
of overlayer measurements implies knowledge of the depth distribution function (DDF) [205] for
an overlayer-substrate target. The analytical expression for this function has been found only
recently [205] (cf. Section 3). In addition, surface-excitations effect in the case of overlayer-

substrate target may be even more important than for a uniform sample.

3. Multiple Scattering of Signal Electrons in Solids

A. Medium energy electron-solid interaction

In practical AES/XPS analysis electrons of medium energies are commonly used. The corre-

sponding energy range strictly speaking is defined by the inequalities
62/a0<< E S (262)/0,0. (31)

Energy range (3.1) is remarkable for the most effective excitation of characteristic x-rays and

Auger electrons under electron bombardment [21,208] and the highest values of inelastic reflection
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coefficients of electrons from solids [209]. From (3.1), it follows that the electron kinetic energy
E is assumed to be large compared with the binding energies of outer shell or valence atomic
electrons. On the other hand the right-hand side condition (3.1) implies that the quantity E is
less or of the same order of magnitude as the absolute value of the binding energy of the most
tightly bound K-shell electrons. In average this energy interval extends from few hundreds eV to
several tens of keV depending on the atomic Z-number.

A medium energy electron moving in a solid suffers intensive multiple scattering. If the
medium is amorphous the interaction with scattering centers is incoherent and splits into elastic
and inelastic scattering. Scattering events leading to excitation of target electrons are called
inelastic. They result from atom excitation and ionization by electron impact or interaction with
a gas of conduction band electrons. Correspondingly, processes that are not accompanied by
electron excitation are referred to as elastic ones. The elastic processes in random solids are due
to elastic collisions of electrons with individual atoms.

In crystalline targets a periodic arrangement of atoms gives rise to diffraction effects. These
effects are called coherent scattering or dynamical diffraction. In real crystals coherent scattering
of electrons always takes place against the background of incoherent effects owing to thermal
displacements of atoms from their equilibrium positions, lattice defects and energy dissipation in
collisions with quasifree conduction electrons.

The interaction of a probe electron with a solid is caused, primarily by Coulomb forces and is
described by the potential [210]

Ulr) = —Z.Ze2 Ir—Ro—u, 7'+ € {r—Ro—us—pas TP +> € r—p. It 3.2)

a c

ab

containing the three terms. In (3.2), R, is the equilibrium position of the atom and u, 1s
its thermal displacement. In the first term the summation is performed over all atoms. The
second and the third terms describe the interaction with bound atomic and conduction band
electrons, respectively. Here p,; is the radius-vector of electron b belonging to atom a in the
system associated with the instantaneous position of atom a, while p. describes the position of a
quasifree electron. In insulators and semiconductors, the last term in (3.2) is usually negligible. It
should be emphasized that potential (3.2) is, in fact, a multiple-particle potential and the electron
positions pg, and p. , generally speaking, depend on the coordinates of a probe electron .

It is advisable to start with the general case of a crystalline target since an amorphous sample
may be treated as a limiting case of large thermal displacements of atoms from their equilibrium

positions. Let us introduce the average potential value over the thermal displacements < U(r) >,
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assuming also that the quantity < U(r) > pertains to a figurative situation, when the states
of target electrons are not affected by the presence of a probe particle. In other words, when
calculating the average potential it is believed that the polarization of the medium and excitation
of electrons by the incoming electron can be neglected. Then, in an ideal crystalline system
without energy dissipation and with zero thermal displacements, the potential U(r) coincides
with its average value U(r) =< U(r) >. The average potential < U(r) > is periodic and leads
only to Bragg diffraction. It does not cause any incoherent scattering. The motion of electrons
in the potentia] < U(r) > is described by Bloch type wave functions while coherent states are
represented by the Bloch waves propagating in the directions determined by reciprocal lattice
vectors.

In reality, thermal motion of atoms exists even at zero temperature and there is always a
response of solid electrons to the presence of a charged particle. Therefore, the real potential U
deviates from its average value by the quantity U = U(r)— < U(r) >. As a result, in crystalline
targets incoherent scattering occurs. For instance, in the case of an amorphous material the
average value < U(r) >= 0 and the potential deviation, U, equals the potential itself, 6U = U.

Incoherent scattering comprises deflection of electrons at arbitrary angles and dissipation of
their kinetic energy. The elastic scattering is mainly responsible for changing the direction of the
electron motion or momentum relaxation. The reason is that the absolute value of the amplitude
for scattering at angle ¥ ~ 1 in a screened Coulomb field of a nucleus of the charge Z > 1 is
much greater then the corresponding absolute value of the sum of amplitudes due to collisions
with atomic electrons [36]. In addition, deflections in elastic collisions are characterized. as a rule,
by much larger scattering angle values. Indeed, making use of simple classical assessments, we

find that the typical scattering angle in an elastic collision is
9~ Apy/p~Ula)/E > Z7°, (3.3)

where p and Ap, are the electron momentum and the momentum change in the direction per-
pendicular to the electron motion, correspondingly, U(a) is the absolute value of electron-atom
potential energy of interaction at a distance being equal to the Thomas—Fermi screening radius

a ~ apZ~"3. Employing similar considerations one can show that in an inelastic scattering event
9~ (e*ao)/E < 1 (3.4)

and, thereby, is usually small compared with the typical scattering angle in an elastic collision.

Thus, the momentum relaxation process is governed mainly by multiple elastic scattering.
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Contrary to this, the energy dissipation is determined primarily by inelastic interaction. Es-
timating the typical energy loss in elastic collisions it is easy to show that it is proportional to

the ratio of the electron (m) and the atom (M) masses
AE ~ (m/M)e*/aq. (3.5)

Since m/M ~ 1073 — 10~* the right-hand side of (3.5) is almost negligible as compared with the
energy loss in inelastic scattering event. The latter quantity can be put of the order of a binding
energy of weakly bound outer shell electrons in insulators and semiconductors or the Fermi energy
in metals, so that we have

AE ~ ¢ /ag. (3.6)

Note that the energy loss in an individual inelastic collision still remains small compared to the
electron kinetic energy E. From these assessments it follows that the incoherent interaction of
medium energy electrons with solids is accompanied by intensive elastic scattering and slow energy
dissipation in inelastic collisions.

Coming back to the case of crystalline target we conclude that the physical picture of medium
energy electron-solid interaction is rather complicated. Incoherent scattering decreases the Bloch-
wave intensities and eventually randomizes the electron distribution in space, which is a typical
relaxation process being irreversible in time. The probe electron may be regarded as an open
system in continuous contact with its surroundings, exchanging energy, momentum, polarization
and so forth [211]. Being initially in the nonequilibrium state, the electron will at some time
later go over into an equilibrium state determined by the external conditions, such as, solid
scattering properties, temperature and others. The most general way to describe the evolution of

the electron-solid system in space and time consists in finding the density operator [210,211]

; 3.7)

p=2 Wam | pn><tUnm

o
where the sum extends over all states present, | ¥, > is a column vector corresponding to a
certain wave function j of the system, while < ¢, | is the adjoint row vector. The coeflicient W,
represent the probability to find our system in the nth state. The density matrix of the electron-
solid system contains enormous amount of information which, in practice, is not necessary. Besides
that a task of calculating the total density matrix would be hopeless owing to the huge number of
degrees of freedom of the system. Meanwhile, a researcher is interested in obtaining the reduced
density matrix p.(t) =Tr,p(t) pertaining to the probe electron and depending only on the electron

coordinates (here the sign Tr, means taking the trace or summing over all the variables of the



236 I. S. Tilinin et al.

solid). Fortunately, it is possible to derive a kinetic equation governing the behaviour of the
electron density matrix, by making use of the Fano assumptions and the Liouville equation for
the quantity p [211]. The first of the Fano assumptions implies that the solid has so many degrees
of freedom that the effects of interaction with the electron dissipates away quickly and do not
react back on to the particle to any significant extent. Thus the correlation between the electron
and the solid, induced by the interaction, is assumed to be small and may be treated on the basis
of a perturbation approach. The second assumption stipulates that the electron lose its memory
of the past events and the derivative of the density matrix dp./dt depends only on the function
p(t) itself at time ¢. The latter approximation is of fundamental importance since it allows to go
over from quantum mechanical equations reversible in time to a an entirely new type of equation -
a quantum kinetic equation describing irreversible processes of momentum and energy relaxation.

During the last decade the quantum kinetic equation formalism has been successfully applied
to a number of problems involving diffraction of relatively fast (E ~ Ze?/ao) electrons in crystals
[212-218]. In particular, a solution to the kinetic equation for the spectral density matrix was used
for quantitative evaluation of the inelastically-scattered-electron contribution to the diffraction
pattern in the transmission geometry [213-216]. Dudarev et al [217] studied dynamical electron
diffraction from partially disordered growing surfaces. A theory of electron backscattering from
crystalline targets has been proposed in ref. [218].

However, as regards the medium energy range some questions still remain to be solved. For
example, an analytical theory of Auger and photoelectron diffraction, enabling to describe signal
electron emission from crystals in terms of simple physical parameters is still to be developed.
In the special case of a random solid the quantum kinetic equation is shown to reduce to a
transport equation [210]. The major advantage of the transport equation is that it involves only
the single particle distribution function representing the diagonal elements of the reduced matrix
p.. This decreases greatly the number of physical quantities to be determined when describing
electron-solid interaction. Such a simplification is achieved at the price of losing information
of a purely quantal character. Nonetheless, an analytical solution to the linearized Boltzmann
equation allows to obtain many important characteristics of Auger and photoelectron emission.

In the next section this approach is considered in detail.

B. Transport equation approach

The transport equation represents by definition a linearized Boltzmann kinetic equation writ-
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ten in terms of a single particle distribution function [219]. From a quantal point of view the
single particle distribution function is equal to the corresponding diagonal element of the density
matrix. This function may be obtained classically from a multiple particle distribution for a
system of a large number of particles upon integration over the coordinates of all the particles
but the one under consideration. Both the density matrix and the multiple particle distribution
function obey the equations describing reversible processes. Those are the quantal equations of
Schrodinger and Liouville and classical Newton equations of motion, respectively. In order to
employ these quantities for describing relaxation phenomena a number of assumptions have to
be made. In the literature, the criteria of applicability of the transport equation are not always
paid sufficient attention to. Therefore, this question is considered in more detail below to identify
clearly a class of problems to which the transport equation may be applied.

The possibility of derivation of the transport equation from the classical equations of motion
for the multiple particle distribution function is based on the correlation relazation principle
formulated by Bogolubov [220]. The principle states that correlations can be neglected if the
correlation radius 7, is small compared to the total mean free path of a particle in matter A,. The
quantity 7. is defined as a typical distance between any of two particles of the system at which the
correlation among their positions and velocities still takes place. In random solids the correlation
radius is of the order of the maximum value of the particle wave length A and the effective radius

of interaction ro. Hence, we come to the inequality [211]
At > max{A,r}- (3.8)

In the case of medium energy electrons the effective radius of elastic scattering, ro., is about
the Thomas—Fermi screening radius a ~ apZ~'/3. The corresponding quantity for the inelastic
interaction is of the order ro; ~ aguy/v, where v and v, are the electron and the Bohr velocities,
respectively. The latter estimate is obtained assuming the direct Coulomb interaction between the
incoming and weakly bound electrons. The total mean free path is typically of the order of several
nm while the electron wave length and the effective radii of elastic and inelastic interaction do
not exceed, as a rule, the Bohr radius a5 ~ 0.05 nm. Hence, condition (3.8) is well fulfilled in the
energy range relevant for AES/XPS, which in turn allows to apply the concept of a single-particle
distribution function, when describing medium energy electron transport in solids.

Accounting for elastic scattering in the transport equation very often implies making use of
the binary encounter approximation, which stipulates that triple and higher-order collisions of

the probe electron with atoms are neglected. The binary encounter approximation is satisfied
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under the condition

d > max{\,re}, (3.9)

which means physically that the volume occupied by a single atom in a solid exceeds greatly the
volumes characterizing the electron interaction and its localization in space. In this connection
one should mention that resonance processes characterized by a large absolute value of interaction
amplitude f are usually excluded from consideration. Indeed, the wave function of the electron
may change significantly in a volume of the order of f3. If this volume is large enough to contain
several atoms or other scattering centers the assumption of the binary encounter approximation
is no longer valid. So, the necessary requirement is that the quantity f* be small compared with

a typical volume occupied by a single atom. As a resuit, we arrive at the additional condition
Ar>f (3.10)

implying that the total mean free path exceeds greatly the scattering amplitude.
Taking into account the main features of medium energy electron interaction with solids (cf.

Section 3A), we write the steady-state transport equation in the form [219]

udN/Oz = —(N/A) + (1/47).) / 19,9, E)N (2,9, E) d
+(1//\,-)/w(E +e|e)N(z, 0 E +¢)de + S(z,9, E), (3.11)

where g = cos ¥ is the cosine of the polar angle counted from the z-axis directed towards the bulk
of the target, A, and A, = A\ A;(A.+A;)~! are the elastic and the total mean free paths, Q is the unit
vector along the electron velocity, N(z,Q, E) is the flux density of electrons moving at the depth
z in the direction £ with the energy F and equals the product of the electron velocity and the
single particle distribution function, I(2, ¥, F) is the scattering function or the differential elastic
scattering cross section normalized to unity, the function w(E | ¢) is the normalized differential
inverse inelastic mean free path and describes the probability for an electron of the energy E to
lose the energy ¢ in an individual inelastic scattering event. The source function S(z,, F) in the
right-hand side of (3.11) is proportional to the number of electrons produced in a unit volume of
the target per unit time at the depth z, and moving in the direction © with the energy F.

Note that the energy losses in elastic and angular deflections in inelastic collisions are neglected
when deriving (3.11), in accordance with inequalities (3.4) and (3.5). Equation (3.11) should be

supplemented by the boundary condition implying that no secondaries enter the target

N(z,QE)=0, for g=(n,-2)>0, (3.12)
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n, being the unit vector along the z-axis and it is assumed that the target occupies the right
half-space so that the sample surface coincides with the zy-plane.

Equation (3.11) with boundary condition (3.12) still remains complicated to apply any of ex-
isting methods of analytical solutions. One of the major obstacles is the energy dependence of the
mean free paths. The secondary electrons may escape from different depths and change signifi-
cantly their kinetic energy as they move towards the surface. Another problem which frequently
arises is the necessity to satisfy the exact boundary condition. If the energy dependence of the
differential scattering cross sections can be disregarded one comes to the one-speed boundary
value problem. The latter can be, in principle, solved by employing Case’s method of eigenfunc-
tions [219,221-223]. However, even in this case the procedure of finding the exact solution to the
transport equation is rather cumbersome. It consists of expanding the differential elastic scatter-
Ing into a series on Legendre polynomials, solving the characteristic equation to find eigenvalues
and constructing a fundamental set of the transport equation solutions {3]. To overcome these
difficulties it is often necessary to resort to some additional simplifying assumptions.

In AES/XPS quantitative analysis usually only a narrow part of the energy spectrum in the
vicinity of the characteristic peak is of interest. This part of the energy distribution corresponds
to the so-called quasi-elastically scattered electrons whose energy loss AE ~ (e?/ao) remains small
compared with the initial kinetic energy £. This makes possible to ignore the energy dependence
of coeflicients entering the transport equation or to account for this dependence in an approximate

way [208]. Thus, one may put
HOQ E)~ 12,9, E): w(E+e|e)~uw(Ey|e), (3.13)

where Ey is the initial kinetic energy of signal electrons.

It turns out that the boundary value problem may be simplified furthermore, by making use
of the generalized radiative field similarity principle {208], which states that the exact differential
elastic scattering cross section in the kinetic equation may be replaced by an approximate one if,
a number of conditions are fulfilled, viz., [208,224]:

(a) The typical angular distribution of particles in matter is a smooth function of the angular
variable so that N ~| VoN |, where Vg denotes the gradient operator with respect to the
-variable,

(b) In the limiting case of weak scattering (A; < A;) an approximate solution is required to
reduce to the result found in the straight line approximation,

(c) In the opposite limiting case of strong scattering and weak absorption (A; > A, ) the similarity
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relationship

Ay = Ay (3.14)
is supposed to be satisfied. In (3.14), vy and v} are the largest eigenvalues of the exact and
approximate transport equations, respectively, while A, and A; represent the exact and approxi-
mate total mean free paths. The eigenvalues of the transport equation can be obtained from the
solution of the characteristic continued fraction equation {225]

k

l-w= , E=v? (3.15)
k
3 - Wbl - A
5—{.«)1)2"————7*“]1}3_
w being the single scattering albedo
w=MA+ )T (3.16)

and b, is the n-th coefficient in the Legendre polynomial expansion of the scattering function.
Assumption (a) implies that specific features of small-angle multiple scattering do not influence
significantly the electron transport in a solid as the angular distribution is too broad for these
effects to be noticeable. It should be noted that, if the transport mean free path is small compared
with the inelastic one, A, € A; , quick randomization of particles over directions of motion
takes place before a considerable fraction of electrons suffers the first inelastic scattering event.
Therefore, in the case of weak absorption, the first requirement may be removed. The third
condition of the similarity principle is prompted by the fact in the diffusion-like regime of motion at
large distances from a source (r 3> A, ) the exact and approximate solutions of the kinetic equation
decay exponentially according to the law [219,225] N(z,Q) ~ exp(—z/ o) M(Q),N'(z,Q) ~
exp(—z/Awg) M'(Q). The functions M(£2) and M’(f)) depend very weakly of the actual properties
of the corresponding differential elastic scattering cross sections. Consequently, condition (c)
provides a similarity of the exact and approximate solutions at least at large distances from a
source in the case of intensive scattering. On the other hand, combination of points (b) and (c)
stipulates that this similarity holds true also in the opposite limiting case of strong absorption.
The similarity of different solutions satisfying relationship (3.14) in the nearly conservative
scattering medium has been known in the radiative transfer theory for a long time. The gener-
alized radiative field similarity principle implies much more powerful statement: the similarity
1s possible also in the intermediate case of scattering parameter x = A;/A;; ~ 1. In the present
form, the generalized similarity principle is a certain kind of hypothesis. The accuracy of its

predictions is not so easy to assess a priori for an arbitrary relationship between the transport
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and inelastic mean free paths. At this stage it is worth stressing that an infinite number of ap-
proximate differential scattering cross sections meet the requirements imposed by the principle.
A verification of the similarity principle predictions may be performed by a direct comparison of
an approximate solution with an exact one. This programme has not been fulfilled so far, due to
mathematical difficulties mentioned above. An alternative way is to compare analytical results
with those found by a Monte Carlo simulation method employing basically the same physical
assumptions as the classical radiative transfer theory. For this purpose especially valuable would
be a relatively simple approximate differential elastic scattering cross section which allows to solve
the boundary value problem analytically. It can be proved that one of the effective cross sections
of this kind is the transport cross section. It means mathematically that the scattering function
I(Q,§Y) is changed to unity while the elastic mean free path is replaced by the transport mean
free path. The latter procedure constitutes the so-called transport approzimation (TA) [145,208].
The transport approximation as applied to the electron scattering in solids implies far-reaching
physical consequences. Before discussing them we would like to present in brief the corresponding
mathematical formulation of the secondary emission problem.

The most general way to solve a boundary value problem is to express the solution via the
relevant Green’s function. The Green's function satisfies the transport equation with a non-
uniform term describing a unidirectional point source emitting electrons of a fixed energy. Thus,
the source distribution in this case becomes proportional to a product of é-functions with respect
to all variables involved. Taking into account assumption (3.13), we find the kinetic equation for

the Green's function written in the transport approximation:
poG [0z = =G/AT + (1/47)y) / G(z, Q. EYdQY + 6(Q — Qp)8(z — 20)8(E — Ey), (3.17)

where AT = M A, (A + A, )7' is the total mean free path in the TA. The Green’s function G =
G(z,Q, E | 29,0, Ep) is assumed to meet the same boundary condition as the flux density N.
Therefore, a solution to the kinetic equation for any arbitrary source function can be presented
by

N(z,Q,E) = /G(z,Q,E | zo, Qas Eo)S(20, Qo Eo) dzo dg dEp. (3.18)

Equation (3.17) differs from (3.11) by a simpler form of the elastic-collision integral, i.e., the
second term in the right-hand side. The other point to be stressed is attenuation of electrons is
now determined by the effective total mean free path A* rather than by the usual mean free path
A

Note also that in the medium energy range the contribution of small scattering angles 9 ~
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(dk)~! < 1 to the transport cross section is negligible (here d is the average interatomic distance
and k = p/h is the electron momentum in units of the Planck constant &). Hence the influence
of the behaviour of the electron-single atom potential at distances r ~ d becomes insignificant.
Since in solids the electron-atom potential at large distances is known poorly the latter conclusion
is of practical importance. It allows to use in analytical as well as Monte Carlo calculations the
atomic potentials evaluated for single atoms and the corresponding differential elastic scattering

cross sections [226].

C. Monte Carlo simulation method

The linear transport theory discussed in the previous section is aimed at finding the probability
for a particle being initially at a certain point of phase space to go to some other point in a certain
period of time. It is worth emphasizing that nothing specific can be said about the trajectory of
the particle. Although a considerable progress has been made in the analytical description of the
electron transport in the last decade analytic solutions are not always available in situations with
complex boundary conditions, i.e., layered or pattern structures, and an arbitrary dependence
of the differential scattering cross sections on energy and scattering angle. This difficulty may
be overcome by a numerical solution of the kinetic equation. An alternative way to determine
the transition probability is to use a MC technique [227] which became so popular in modelling
particle transport in random and polycrystalline solids.

As in each other method, the MC simulation technique has its advantages and weak points.
The MC approach is especially effective when handling with complex boundary conditions and
multiple-speed transport problems. On the other hand, it is difficult to draw general conclusions
about the influence of certain physical parameters on the emission characteristics obtained by MC
simulation. In the present connection of particle transport in matter, the MC method consists
in generating a large set of particle trajectories obeying physical laws which govern particle-solid
interaction. A physically meaningful quantity is then obtained as its average value over this large
set of realistic trajectories. Each separate trajectory is thereby of no physical significance and, in
essence, the MC technique is very close to the main idea of the transport equation. In a broad
sense, however, the MC method represents a very general approach being applied to various fields
of science. Mathematically speaking, this technique may be conceived as a method to evaluate
multi-dimensional integrals. If it is not known in advance which region of integration provides

the main contribution to the outcome then statistical sampling of the integrand may prove quite
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effective.

Another drawback of the MC approach as applied to particle transport is the necessity to
generate a considerable number of trajectories in order to accumulate a required statistical ac-
curacy of results. This is a problem, in particular, when calculating the angular distribution of
photoelectrons for geometries without azimuthal symmetry. In the latter case, the opening angle
of a model analyser is to be chosen sufficiently small to obtain meaningful data, which, in turn,
leads sometimes to excessively great computational efforts. Therefore, it is important to identify
regions in the generated set of trajectories that provide the main gain to the outcome and to
restrict, if possible, the calculation to such a subset of trajectories.

The earliest applications of MC simulations to electron-solid interaction were in the field of
EPMA. Electron backscattering, x-ray production by fast electrons and emission of true secondary
electrons were studied by several authors [228-230]. Due to limited computer capabilities of that
period, these investigations combined elements of multiple scattering theory and the MC simula-
tion. As faster computing facilities became available the direct simulation code was proposed by
Reimer [231,232], in which individual elastic collisions were modelled. This author also showed
that employing The Mott differential elastic scattering cross section [127) provided a much more
realistic description of medium energy electron transport as compared to the screened Ruther-
ford cross section used earlier. As regards the inelastic interaction the starting points were the
Bethe expression for the stopping power [233] and the continuous slowing down approximation.
In recent years, the approach based on the dielectric function [234-237] is more often used as it
allows one to study details of characteristic energy losses in the range down to several ten eV. At
present a routine MC simulation programme comprises modules for calculating (i) a Mott differ-
ential elastic scattering cross section, (ii) an energy-loss function from the linear response theory
and (iil) an inner shell ionization cross section by means of formulas proposed in ref. [24,37-39)].
Points (i) and (i) allow one to describe accurately small and large energy losses, respectively In
the last decade, apart from applications to signal electron transport, such kind of programs were
used to study electron reflection [238] and a backscattering factor in AES [239].

The hard core of a MC program is a module to generate random numbers which then are
used to obtain stochastic values of steplengths between successive collisions, deflection angles and
energy losses. Once the latter quantities are known the particle position and velocity can be
updated, and by repeating this procedure, an entire trajectory can be modelled. Let us denote
by @ a stochastic value of a given parameter ¢ and suppose that a probability to find a system

in the infinitesimally small interval (¢, q + dg) is equal to G(g)dg, where G(q) is the probability
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density, normalized to unity
[ Glayda=1, (3.19)
¢ and g2 being the lower and upper limits of variation of the quantity ¢. Thus, the function
1@ = [ Glo (3.20)
represent the probability to find a system with the parameter ¢ between ¢; and Q. Since @ is a
random variable the values of the function I'(Q) are randomly distributed in the range {0,1] under
the condition that g-values obey the distribution G(q). Therefore, a value () can be generated
by inversion of the relationship S = T(Q), where S is a stochastic variable from the interval
[0,1], i.e., @ = T71(S). Consider a simple example when the parameter g is a steplength between
two collisions. Assuming that the steplength R follows the Poisson stochastic process we find
G(R) = exp(—R/A) and R = —AIn S, A being the mean free path. Generation of the deflection
angles and energy losses is performed numerically for corresponding cross sections for elastic and
inelastic interactions.
Most of the programming languages (e.g. Pascal, FORTRAN) provide routines to generate

uniformly distributed random numbers. The usual algorithm is based on the simple formula
Qi+1 = aQ,- + b — mc, (0 S Qi+1 < C). (321)

Here Q; is a random number, while a,b and c are suitably selected constants. Note that m is
an integer such that the quantity Q;;; < c¢. By making use of the notation from the theory of

numbers (3.21) can be rewritten as
Qi+1 = aQ; + b(mod m). (3.22)

The sequence of numbers (); has a period not exceeding m. In addition, there may be sequential
correlations, i.e., a dependence of a probability for a given number @); to appear on the sequence
of numbers generated earlier. These problems can be avoided by mixing (shuffling) the gener-
ated sequence of pseudo-random numbers. Press et al. [240] recommend several subroutines for
this purpose. Finally, one should also avoid using low-order (least-significant) decimals of the
generated numbers.

The major achievements of the MC method in AES/XPS are confined basically to realistic
estimates of elastic scattering of signal electrons and various emission characteristics, which are

strongly influenced by this effect and are not readily assessable from simple considerations. Among
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those characteristics there are the angular and energy distribution in the vicinity of the peak
[241,242], the depth distribution function [243,244], the mean escape depth [245] and so on.
Recently, a number of methods have been proposed to increase significantly the efficiency
of MC calculations. We note here the trajectory reversal algorithm by Gries and Werner [246-
248), which was later combined with the statistical weights method by Cumpson [249] and the
trajectory transformation approach developed by Alkemade [250,251]. The algorithm proposed in
ref. [246-248] differs from the usual direct simulation method in considering an inverse problem.
In the conventional method, a trajectory is modelled in the order the relevant physical processes
happen: first random values of the generation depth and electron emission direction from atom are
obtained. The fate of a particle is then traced until the electron leaves a solid or its pathlength
becomes so large that a negligible contribution to a recorded signal is expected. It is clear in
advance that a huge number of trajectories are generated in vain, i.¢., those pertaining to electrons
either absorbed in the target or escaping in wrong directions with respect to the acceptance solid
angle of an analyser. This difficulty is overcome by applying the reciprocity theorem [219]. The
reciprocity theorem follows from the symmetry properties of the one-speed transport equation and
thereby suits perfectly to solving a quasielastic scattering problem. The reciprocity relationships
[219] establish a link between the different Green’s functions of the kinetic equation in particular,
between the Green’s functions for the albedo and true secondary emission problems. Consider,
for instance, a source at the depth 7y emitting electrons in the direction po , where pg is the
cosine of the polar emission angle. Suppose further that the probability for an electron to reach
the surface and escape from the target is equal to G(7 = 0, —p | 70, o). Then reciprocity theorem

states that
G(T(Jv Ho k\ T= Os ,u) = G(T = 07 —H | 1'Clvll'O)/ I m |: (323)

where G (7o, io | 7 = 0, 1) is the transition probability for an electron emitted by a surface source
in the direction p to come to the point 7, in the direction pg. Obviously, the Green’s function
G(71o,po | 7 = 0,u) corresponds to the albedo problem and therefore instead of describing a true
secondary emission process it is sufficient to consider penetration of a beam of incident electrons
through matter (cf. Fig. 14). As applied to the Monte Carlo procedure that means that an
electron trajectory is generated in the reverse order: an electron starts at the surface with the
momentum directed towards the bulk of the target as though it were emitted from the analyser.
The particle is subsequently traced to a certain point inside the solid and all the trajectories
ending at this point are recorded as contributing to the signal line intensity. This consideration is

true under the assumption that the MC simulation is equivalent, in statistical sense, to solution
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of the transport equation with an appropriate boundary condition. The question whether it is
possible to prove an analogon of the reciprocity theorem in the MC procedure without resorting
to kinetic equation properties still remains open. Werner et al. [252] compared the angular
distributions of signal electrons emitted from different materials, obtained by direct and reverse
simulation methods, and found no disagreement between the conventional and trajectory reversal
algorithms. Some comments should be made on the term trajectory reversal. In fact, this term is
not correct from a physical point of view since both the transport equation and the MC method
describe irreversible processes of energy and momentum relaxation and, thereby, a trajectory
cannot be meaningfully reversed. It is only the value of a physical quantity averaged over a large
number of trajectories which matters eventually. On the other hand, the term trajectory reversal

may be sometimes convenient as it is indicates how actually the calculations are carried out.

Emission Albedo

Fig. 14. Illustration of the reciprocity theorem for one-speed electron transport applied to
the emission problem (see text) after ref. [252]).

The method of statistical weights was first applied by Jablonski [253]. Instead of explicitly
modelling energy losses a weight factor p, is assigned to the trajectory contributing to signal
intensity. For an electron travelled in the solid a pathlength R without suffering an inelastic
collision this factor is py = exp(—R/ ;). Similarly, the probability that an electron is scattered n

times inelastically along the pathlength R obeys the Poisson distribution

pn = (R/X)" exp(~ R/ /nl. (3.24)
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Thus, the amount of particles suffered n inelastic scattering events can be calculated. Equation
(3.24) is valid for an energy-independent inelastic mean free path. Meanwhile, in reality, the
quantity ), depends noticeably on energy, A\; ~ E®7. Therefore, one must be cautious when
applying (3.24) to multiple-speed problems. The method of statistical weights was employed to
account for asymmetry of photoelectron emission [244] and to study a depth dependent emission

characteristics {249].
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Fig. 15. Experimental XPS spectrum of an Ar sputter-cleaned Si target [261] irradiated
by Al Ka x-rays (data-points) compared with the results of MC calculations by the algorithm
described in the text.

In the trajectory transformation method [250,251}, each trajectory starts initially at the point
of origin and a solid is assumed to be infinite. For all scattering events the electron positions and
energies are stored in an array. The basic idea of the method consists in shifting the simulated
trajectory at a certain distance to obtain quickly a new trajectory and, thereby, to save con-
siderable computational time. Similarly, orthogonal transformations (rotations and reflections)

of trajectories are also used to rapidly generate new sets of data. In the next step, a fictitious
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plane representing a boundary is introduced and all electrons crossing this plane are considered
as leaving the sample. It should be stressed, however, that a set of trajectories generated in an
infinite medium is not identical to that for a semi-infinite target. The method of trajectory trans-
formation seems to be justified for the case of relatively weak elastic scattering when multiple
crossing of the fictitious plane by signal electrons are highly improbable.

As an example of implementation of a high-speed MC algorithm one can mention the software
packet QUEST (Quantitation of Electron Spectroscopic Techniques) developed by Werner [254].
This algorithm employs the subprogram of Yates [255] to calculate a Mott differential elastic
scattering cross section and Penn’s approach [234,256] to evaluate a differential inverse inelastic
mean free path. In the latter procedure, a quadratic dispersion relation is assumed and the
optical data needed are taken from refs. [257,258]. The IMFP obtained in this way matches the
values of Tanuma et al. [171] within few percent. The data on photoionization cross sections and
asymmetry parameters employed in QUEST are those from ref. [259] and [260], respectively.

In Fig. 15, a comparison of an experimental XPS spectrum of Si excited by Al Ko-radiation
[261] with that obtained by QUEST program is presented. The Si target was sputter-cleaned
by Ar ion bombardment. Therefore, a small amount of Ar atoms was assumed to be present
in a solid when simulating the energy spectrum. The Ar content as well as the FWHM of
the Lorentzian intrinsic spectrum was varied in calculations to fit the experimental curve. The
energy dependence of the inelastic mean free path was accounted for approximately to cover the
energy-loss region exceeding significantly the usual quasielastic regime. The QUEST program
is seen to reproduce quite well the basic features of the energy spectrum in the vicinity of the
characteristic peaks of Si 2s and 2p photoelectrons. In particular, the multiple plasmon excitations
are unambiguously identified. On the other hand, deficiencies of the algorithm which are common
for such kind of programs are also clearly visible. First of all, there is no possibility to calculate
the intrinsic energy distribution from first principles. The initial spectrum shape is to be chosen
in advance. This is done, as a rule, by adopting a simplified Lorentz-type distribution. As a
result, any peculiarities of shake-up and shake-off processes are virtually lost. Second, the energy
dependence of the inelastic scattering cross section is accounted for approximately. One can see
that model spectrum has a higher inelastic background than that obtained experimentally for
energy losses larger than 200 eV. This is in disagreement with similar calculations performed by
Alkemade et al. [250] who report on a theoretically obtained background being smaller than the
experimental one. Nonetheless, the QUEST represents a necessary step forward in developping

reliable software for quantitative surface analysis by AES/XPS.
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D. Basic secondary emission characteristics in AES/XPS

(i) Total Auger and photoelectron yields. Until recently the issue of total signal Auger and
photoelectron yields has attracted little attention from researchers since in practical AES/XPS
analysis relative intensities have been routinely used. Meanwhile, a progress in development of
a new generation of cylindrical mirror analyzers capable of obtaining an absolute yield of signal
Auger and other secondary electrons [262-265] makes it possible to use an additional means in
quantification: absolute intensities and total yields.

There are few papers in literature devoted to theoretical studies of total yields of signal
electrons. Tilinin and Werner [145] found an analytical solution of the Auger-electron emission
problem and presented an expression for the total yield of Auger electrons, i.e., electrons col-
lected in the 2p-solid angle. Later, Tilinin et al. [266,267] considered a more general problem of
anisotropic emission of photoelectrons with the major emphasis on the total escape probability
y for an electron to leave a sample without being scattered inelastically. In particular, the result

found in ref. [266] in the transport approximation reads
¥ = gohewl(vo — 1 + xo)fw — (3/64)(3, — 1)), (3.25)

where yo = M Fo,, is the generation rate of signal electrons and p., is the cosine of the x-ray
angle of incidence, the single scattering albedo w is defined by (3.16), except for the elastic mean
free path A, is replaced by the transport mean free path );,. The function x, increases almost
proportionally to the single scattering albedo w. according to the law xq ~ w/4, and is small

compared to unity. The quantity v is the positive root of the characteristic equation
1 = (wro/2) In[(vg + 1)/(vo — 1)]. (3.26)

In (3.25), we omitted a small integral term in the right-hand side, whose contribution does
not exceed a few percent [266]. In the case of Auger electrons the initial angular distribution
1s 1sotropic and the asymmetry parameter 5 = 0. Note that the quantity y represents the total
number of signal electrons crossing a unit area of the surface per unit time and, thereby, has a
dimension [electron/cm?- s].

As it is seen from (3.25) the total yield, apart from the electron excitation rate yo , depends
on the characteristics of inelastic and elastic scattering. In the limiting case of strong absorption
(A < Ay), when elastic scattering is negligible, formula (3.25) reduces to the result of the
straight line approximation (SLA) y = (yoA:/4)[1 — (8/16)(3u2 — 1)]. In the opposite limiting

case of intensive elastic scattering (A > A.) the positive root of the characteristic equation
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becomes large compared to unity vy > 1. This means physically that the major contribution
to the yield is provided by diffusely scattered electrons. Those electrons are to a large extent
randomized and, as a result, the quantity y becomes almost independent of the x-ray angle of
incidence, y ~ (A;A; )2, In the medium energy range, however, the ratio \; /Ae+ ~ 1 and the
expression in the right-hand side of (3.25) is usually evaluated numerically. In this connection, a
simple approximate formula for the root 1 is worth mentioning, namely, vo = 1 + 2 exp{—2/w),

which provides a good assessment of v for the single scattering albedo w < 0.4 [145].
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Fig. 16. The dependence of the total and partial yields of photoelectrons emitted from a
silver target on the x-ray angle of incidence 8. It is assumed that a small amount of Au atoms is
embeddeg in the Ag sample. Calculations are made for the Au 4f line (the photoelectron energy
1180 eV and the asymmetry parameter # = 1.08). The analytical and Monte Carlo results are
compared on an absolute scale for a model source of photoelectrons, pertaining to the number
of simulated trajectories. The solid, dashed and dotted curves are the analytical results, while
the open circles, squares and triangles are the MC data for the yields y,y* and y~, respectively
(after ref. [267]).
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The approach developed in ref. [266,267] was also used to evaluate the contributions of signal

electrons emitted initially towards the bulk (y~) and towards the surface of the sample (y%),
so that the total vield y = y~ + y*. It should be stressed that in the SLA the quantity y~
is identically zero as electrons with the momenta directed towards the bulk cannot change the
direction of motion in absence of elastic scattering (angular deflections in inelastic collision events
are assumed to be negligible). It was found that, although the yield y~ is small, y~ /y* ~ 0.1 the
electrons emitted towards the bulk make a noticeable contribution to the quantity y.

In Fig. 16, the total yield y as a function of the x-ray angle of incidence 8 counted from the
surface normal is shown for an Ag target and 1180 eV electrons. The analytical results obtained
in the transport approximation are displayed by a solid curve while those found by MC technique
are shown by open circles. The yields y~ and y* are presented by dashed and dotted curves and
open squares and triangles, correspondingly. The analytical results are seen to agree perfectly
with the MC simulation data. Especially remarkable are satisfactory predictions of the transport
approximation for the partial yield y~ with respect to values found by MC procedure.

Generally, elastic scattering tends to decrease the escape probability as attenuation of electrons
moving towards the surface augments with “switching on” elastic interaction. This effect is
partially compensated by the increasing role of signal electrons backscattered from the bulk of

the sample.

(ii) Angular and energy distribution of signal electrons in near peak region. The
angular and energy distribution of signal photoelectrons can be found most effectively in the
transport approximation (¢f. Section 3B). Tilinin and Werner [145] found the explicit expression
for the angular distribution of Auger electrons leaving a solid without being scattered inelastically.
Later, their result was generalized for the case of anisotropic photoemission by Jablonski and
Tilinin [146] and Werner et al. [252]. Denote by Y (€2)d$? the number of signal electrons escaping
from the target in the infinitesimally small solid angle d? along the unit vector @ = Q(a, ¢) and
retaining their initial kinetic energy. Here o and ¢ are the polar and azimuthal angles counted
from the surface normal and the x-ray plane of incidence, respectively. Then the quantity Y ()

reads [146]

Y(a,0) = (yowAs cosa/dn) {(1 — W)Y H{cosa.w) — (8/4)(3cos? @ — 1)

+ (wB/16)(3cos? — 1) /1 H(z,w)H{cos a,w)(z + cosa) ™ (3z* — 1)dz}(3.27)
o
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© being the angle between the x-ray propagation direction and the electron emission direction
from the target. Expression (3.27) reduces formally to the case of Auger electron emission for
the asymmetry parameter 8 = 0 [145]. As it follows from (3.27) the photoelectron angular
distribution reproduces partially the major features for the angular dependence of the differential
photoelectric cross section. However, distribution (3.27) is much smoother than the initial angular
distribution of photoelectrons ejected from atoms. For instance, the relative number of signal
electrons emerging from the solid in the directions of minima of the initial angular distribution is
increased. This is clearly seen in the case of s-photoelectrons, when anisotropy of photoemission
is characterized by the asymmetry parameter 8 = 2. Indeed, in the dipole approximation, no
s-photoelectrons are moving initially in the directions parallel or antiparallel to that of x-ray
propagation. However, due to elastic collisions some of the electrons can change their momenta
and escape from the target in the directions forbidden by the dipole transition rules. Suppose,
for example, that x-rays are incident and photoelectrons are collected along the surface normal
(a =8 =0). Then we obtain by expanding (3.27) on powers of the ratio A/, and retaining only
the first term that for 5 = 2 the distribution Y(0,4) ~ yo(A?/A,). Similar analysis reveals that
the relative number of electrons leaving the sample in the directions corresponding to maxima of
the initial angular distribution is decreased due to elastic collisions. Thus, the elastic scattering
effect tends to redistribute signal electrons over the emission directions from a solid and leads
to overall decrease in intensity as compared to the result of the SLA, when elastic collisions are
neglected. The latter situation corresponds to the limiting case of weak scattering A, > i
Under this condition the H-function is close to unity, H ~ 1, while the single scattering albedo
is small, w < 1, so that the right-hand side of (3.27) becomes proportional to the differential
photoelectric cross section. A detailed comparison of the MC simulation data and predictions
based on (3.27) was performed elsewhere [146].

Figure 17 shows the angular distributions of 2ps/, photoelectrons escaping from a copper target
as a function of the x-ray angle of incidence for different polar emission angles a. Calculations
are made in the plane of incidence of x-rays. For convenience, the negative values of the angle 8
pertain to the emission direction ¢ = 180°, so that the analyser and the x-ray beam are to the
same side from the surface normal, while positive 8 correspond to the geometry with the analyser
being at the opposite side from the surface normal with respect to the beam. The analytical
results found from (3.27) are shown by solid curves. They are in good agreement with the MC
data points shown by open circles. Contrary to this, the distributions obtained in the straight

line approximation over- and underestimate the intensity depending on the emission geometry.
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Fig. 17. Dependence of the Cu 2p photoelectron line intensity on the x-ray angle of incidence
¢ for various polar emission angles a. Solid curves - calculations by formula (3.27] open circles -
Monte Carlo data, dotted curves: straight line approximation results (after ref. [146]).

The discrepancies between results found by accounting for and neglecting elastic scattering may
reach up to 30%.
The function ¥'(Q) actually describes the integrated peak intensity under the tacit assumption

of inelastic background being properly removed so that only electrons not scattered inelastically
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are registered. In practice, however, a user obtains an energy spectrum with a peak accompanied
by a quite extended tail comprising electrons with different energy losses. Since the initial (intrin-
sic) spectrum of Auger or photoelectrons is far from being of a é-function shape the problem arises
how to subtract accurately the background of inelastically scattered electrons. The energy-loss
spectrum of signal electrons in the vicinity of a characteristic peak is to a large extent determined
by the differential inelastic scattering cross section w(Ep | €). Hence the issue splits into two
parts: (1) determination of the function w(F, | €) and (2) derivation an appropriate deconvolu-
tion formula relating the measured energy distribution and the intrinsic one. The last point is
known in the literature as an inelastic background subtraction. After the intrinsic spectrum is
obtained it can be integrated to get an excitation rate of signal electrons.

Unfortunately, it is not so easy to derive the energy-loss function from first principles for a spe-
cific sample. Therefore, considerable efforts have been made during the last decade [167,203,269,
270] to obtain the function w(Ey | €) experimentally. Tougaard and Kraaer [203] calculated the
differential inelastic scattering cross section from measured energy spectra obtained in REELS
experiments. They assumed that electrons were travelling in a semi-infinite medium and used
the dielectric-function formalism to evaluate the quantity. A good agreement was found between
the theory and experiment at large energies of incident electrons (E ~ several keV). Yubero
and Tougaard [167] proposed a theoretical model to describe REELS spectra. In this model,
an electron is supposed to move along the surface normal before and after an elastic scattering
event and a physical picture of the backscattering process is rather simplified. In addition, an
integral equation relating the measured energy spectrum and an unknown energy-loss function,
employed in refs. [167,203] is based on the results found in P,-approximation [271,272]. This
approximation is known to be inadequate when describing electron transport in the case of highly
anisotropic angular distributions relevant to REELS [241]. Despite these simplifications the au-
thors of refs. [10,11] were able to get a realistic estimate of the normalized inverse differential
inelastic mean free path A;w(Ey | ) on an absolute scale for several materials and primary elec-
tron energies. In particular, it was found experimentally that the differential inelastic scattering
cross section for aluminium comprises mainly a strongly pronounced plasmon peak at the energy
loss about 15 eV and a small background whose contribution to the total probability of inelastic
scattering is almost negligible for energy losses less than 30 eV [272]. Figure 18 displays some of
the results by Tougaard and Kraaer [203] for the normalized energy loss function of a Cu target.

Yoshikawa et al. [273,274] resorted to a MC technique to account in a more realistic way for

elastic collisions when deriving a deconvolution formula. Application of this corrected deconvo-
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lution procedure to processing REELS spectra of a gold target and 1 keV electrons enabled them
to determine a differential inelastic scattering cross section, which turned out to be substantially
different from the optical energy-loss function [274]. Their result is shown in Fig. 19. It is seen
that the differential inverse inelastic mean free path derived from REELS spectra diminishes
much more rapidly at large energy losses. On the other hand, the optical energy-loss function
is smaller by almost a factor of two than that obtained from REELS in the energy-loss range
from 0 to about 25 e€V. Yoshikawa et al. found further the intrinsic energy spectrum of Au 4f
photoelectrons to be characterized by a much shorter tail than that reported by Tougaard [275].
The shape of the differential inelastic scattering cross section of a gold target obtained in ref. [274]
agrees only qualitatively with that of Tougaard and Kraaer [203].
A simple formula for the energy spectrum of Auger electrons leaving a sample with small
energy losses was found in ref. [241] in the transport approximation, vzz.
Y (i A | Eo) = ihewoPo)(dmi) ™ [ (1= k(w)(p)] exp(pa)dp, (3.28)
where Po(p) = wH(w, u)/(1 — w)*? is the probability for an electron to escape from the sample

without being scattered inelastically,
k(p) = 1= (w/2)/{1 + p3(1 - )]}/*} (3:29)

and w(p) is the Laplace transform of the differential inverse inelastic mean free path with respect
to the relative energy loss A = (Ey — E)/Ey. Expression (3.28) is derived for an infinitesimally
narrow intrinsic energy spectrum and is similar to that found by Tofterup [276), yet differs from
the latter by containing the angle-dependent function k(u). Besides that, the angular distribution
described by (3.28) depends on the ratio A;/ A, , while the shape of the angular distribution derived
in ref. [276] in the P, -approximation does not depend on any elastic scattering characteristics. The
accuracy of (3.28) was checked against the MC simulation data and comparison was performed
in the absolute scale. In Fig. 20, the energy distributions of electrons emitted from a silver target
along the surface normal in the case of a Lorentzian true spectrum (£ = 1000 eV) with a FWHM
of 1 eV is shown for illustration. The theoretical curve was calculated for a model energy-loss
function of Tougaard [277]. The analytical results are seen to compare well with the MC data

shown by open circles.
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emitted signal electrons can be calculated via a convolution of the pathlength distribution and
the energy-loss function of Landau [278]. The pathlength distribution Q(R,§) describes the

probability for an electron to leave a sample after travelling a certain pathlength R in the direction

Q.

I. 8. Tilinin et a/.

¥

L

1\

b

AL

2.0 keV

] i 1

0

20 40 60 80 100
Energy loss € (eV)

Fig. 18. The dependence of the normalized differential inverse inelastic mean free path on
the energy loss for a Cu target. Solid curves represent experimental results of ref. {203].

Once the differential inverse inelastic mean free path is known the energy distribution of
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Fig. 19. The differential inelastic scattering cross section of a gold target versus the enerﬁy
loss. Solid curve — experimental results from REELS spectra, the angle of incidence and the
take-off angles are equal to 45° , dashed curve - the optical energy-loss function (after ref. [274]).
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Fig. 20. Model energy distributions of 1000 eV Auger electrons escaping from a silver target.
Solid curve — analytical calculations 1(TA)7 data points - MC simulation results (after ref. [24111).
Dashed lines are the contributions of electrons scattered n times inelastically before leaving the
target. The polar emission angle range o = 0 — 18° (after ref. [241]).
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If elastic scattering is disregarded the pathlength distribution does not depend on the travelled
pathlength, which means that all electrons with the initial momenta directed towards the surface
escape from the target sooner or later. Elastic collisions modify the pathlength distribution in
such a way that it becomes strongly dependent on the emission geometry and the initial angular
distribution. Indeed, due to a possibility of a momentum change in an elastic collision event,
an electron which moves initially towards the bulk of the target may be scattered at a large
angle and, as a result, escapes from the solid. The function Q(R, Q) was calculated by Tofterup
[276,279] in the P;- or diffusion approximation. Deficiencies of the diffusion approximation result
in a number of unphysical predictions concerning the behaviour of the function @. One of them
is the angular dependence of the escape probability for electrons travelled a zero pathlength. It is
clear in advance that all electrons leaving a solid in any direction after travelling an infinitesimally
small pathlength should be characterized by the same value of the pathlength distribution [241].

Another problem is independence of the shape of the pathlength distribution on the emission

direction.
1.6 |
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+ Cu 320 eV o = 43
1.2 o Cu 1130eV 0 = 45
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Fig. 21. Comparison of the universal pathlength distribution function Q(R,) with the
results of the Monte Carlo calculations. The XPS configuration is defined by a = 8 = 45°.
Note that the travelled pathlength is expressed in units of the transport mean free path (after
ref. [242]).
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The distribution over the travelled pathlengths, accounting correctly for elastic collisions was
found in the TA for isotropic emission by Tilinin and Werner [241). Their result was generalized

4

.
o
24

Au 1169 eV

Intensity (arb.u)

1
1100 1150 1200
Kinetic energy (eV)

Fig. 22. The energy spectra calculated by a convolution of the pathlength distribution and
the energy-loss function of Landau [278] for a model differential inverse inelastic mean free path
of Tougaard [277]. Solid and dashed lines correspond to the pathlength distribution functions
found 1n the transport approximation and by MC simulation, respectively. Dotted line: straight

line approximation, elastic scattering is neglected. XPS configuration is defined by a = 15° and
a = 20° (after ref. [242]).

later for the case of anisotropic photoemission in ref. [242). The analytically derived distribu-
tion ) was tested by comparison with MC simulation data for different geometries, Auger and

photoelectron lines and the asymmetry parameter values {241,242]. It was found that the path-
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length distribution is, within 10% accuracy, a universal function of the ratio R/A,,, where R is
the travelled pathlength. As an example, in Fig. 21 the universal function Q(R,2) is shown by
the solid curve for the asymmetry parameter 3 = 2 and the emission geometry a = § = 45°.
The results of MC simulation are displayed by data-points. The influence of elastic collisions on
the peak height and the background shape is illustrated in Fig. 22, where model energy spectra
of photoelectrons emitted from a gold target are shown for the XPS configuration o = 15° and
# = 20° and different asymmetry parameter values. It is seen that elastic collisions may increase

or decrease the peak height and background intensity by 15-20%.

(iii) Escape probability as a function of depth of origin. Escape probability of signal
electrons from solids is a complicated function of target scattering properties, initial angular dis-
tribution and depth of origin. Knowledge of this quantity is important for both determination of
sensitivity factors of standard uniform samples and depth profiling of inhomogeneous specimens
by angle resolved AES/XPS. In the past, the escape probability was believed to be exponen-
tially decaying with depth. Such an assumption is justified under the condition of a negligible
role of elastic scattering. However, MC simulation studies based on realistic Mott differential
elastic scattering cross section [205,244,247,248,280,281] and an analytical approach employing a
transport equation [145,282,283] indicate that it is not the case.

The escape probability as function of generation depth is described by the so-called depth
distribution function (DDF) introduced by Jablonski and Ebel [1}. The DDF describes the prob-
ability for an electron generated at a certain depth z to leave a solid in the direction €. This
function is frequently denoted by ®(z,?). Tilinin and Werner [145] related the depth distribution
function with the outgoing flux of signal electrons at the surface. By making use of the transport
approximation to solve a boundary-value problem they found an analytical expression for the
DDF in the case of isotropic emission. The analytical DDF [145] turned out to be a universal
function of the reduced depth 7 = z(A; + Ay, )/ A\i Ay, and comprises three terms which have a clear
physical meaning. The first term is zero at the surface. It increases at shallow depths, reaches a
maximum and then begin to decrease at large depth 7 3> 1 proportionally to Ey(7) ~ exp(—7)/7,
where E;(7) is the integral exponential function. which describes the electrons emitted initially
towards the bulk and scattered at arbitrary angles. The second term corresponds to particles
emerging from the target without undergoing any elastic scattering at all. The signal intensity
of those electrons is governed by the exponential function exp(—7/u). In the TA this group of

particles includes electrons having suffered multiple small-angle scattering after travelling a path-
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length being less or of the order of the transport mean free path. Finally, the third term depends
on the product of two functions. One of them is only a function of the angular variable while
the other depends on depth. The depth dependent part of the third term decreases exponentially
with 7. However, the slope of the exponent in the latter case is determined by the diffusion length
A = vpAidi, /(M + Ay ), where vg is the root of characteristic equation (3.26). Thus, the third
term describes the escape probability of the randomized fraction of electrons.

The depth distribution function for 250 eV Auger electrons in a Co target [145] is shown in
Fig. 23 for different emission directions. Open circles are the MC simulation results for a realistic
Mott differential elastic scattering cross section. Filled triangles correspond to the solution of the
kinetic equation in the transport approximation. Also displayed for comparison by solid curves

is the empirical DDF proposed in ref. {248].

Co, 250eV
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Fiﬁ. 23. The escape probability of signal Auger electrons from a Co target as a function of
the reduced depth of origin 7. The emission direction is characterized by the cosine of the polar
angle u so that the values . = 1.0,0.5 and 0.174 correspond to o = 0, 60° and 80°. Open circles
- MC Timu]lation data, filled triangles — analytical solution (TA) , solid curves - empirical DDF
of ref. [248}.

The influence of anisotropy of photoemission on the shape of the DDF was investigated in

refs. [207,244.280.281]. It was found the DDF exhibits a nonmonotonic behaviour as a function
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of generation depth of s-photoelectrons in Al and Au for the asymmetry parameter values 2.0
and 1.8, respectively, and emission directions close to that of x-ray propagation. Under these
conditions, the escape probability reaches a maximum at the depth being approximately by a
factor of two smaller than the IMFP value. In ref. [207] the DDF was studied experimentally,
analytically in the TA and by the MC technique. The analytical expression for the DDF derived

in ref. [207] depends strongly on the initial angular distribution of excited photoelectrons. In the
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Fig. 24. The depth distribution function of O 1s photoelectrons in aluminium oxide for
the XPS configuration a = 0,0 = 180°. Filled circles — experiment, open squares - MC simula-
tion results, solid curve — analytical DDF obtained in the EFA, dotted curve - exponential DDF
disregarding the elastic scattering effect (after ref. [207]).

directions of minima of the photoelectric cross section this function is no longer exponential. On
the contrary, it may be essentially nonmonotonic in the vicinity of the surface. In particular,
the DDF may reach a maximum at the depth comparable with the inelastic mean free path (cf.
Fig. 24). It isinteresting that for s-photoelectrons, whose angular distribution is characterized by

the asymmetry parameter 5 ~ 2, this maximum is quite well pronounced and may exceed the
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corresponding value of the DDF at the surface by 50% [207] for all elements of the periodic table.

Experimental determination of the DDF represents a difficult task. Such measurements would
imply preparation of a sample with a thin signal layer (marker) placed at a certain depth beneath
the surface. Bearing in mind that considerable problems arise in connection with growing a well
defined monolayer in a nanoscale sample it comes as no surprise that no experimental data have
been available in the literature until recently. A new method to find the DDF experimentally
has been proposed in ref. [207]. It turned out that instead of employing a sample with a marker
it is possible to obtain the escape probability from overlayer experiments provided the ratios
of the inelastic to transport mean free paths of the overlayer and the substrate are identical.
Then the DDF in an overlayer material can be found by differentiating the overlayer signal with
respect to the overlayer thickness. For this purpose, thin Al,O3 overlayers were deposited on an
aluminium substrate and the O 1s photoelectron line intensity was measured as a function of the
Al; O3 overlayer thickness. Experimental data of ref. [207] are shown in Fig. 24 by filled circles
for the XPS configuration ¢ = 0, § = 180° (x-rays are incident from the opposite side of the
target). Solid line is the analytical DDF found in the transport approximation, open squares are
the corresponding MC data. Also displayed for comparison by the dotted line the exponential
DDF proportional to exp(—z/X;). All the DDFs shown in Fig. 24 are normalized to unity. The
photoelectrons are collected in a narrow solid angle with a half-cone of acceptance 4.1°, along the
normal. Both the experimental data and the theoretical results accounting for elastic scattering

point out the existence of a maximum of the escape probability at the depth of the order of

(0.3 — 0.5),.

(iv) Mean escape depth. The mean escape depth of signal electrons is one of the basic
quantities characterizing the surface sensitivity of AES/XPS. Unlike the attenuation length, the

average escape depth is a well defined quantity that can be found from

D= /z@(z,Q)dz (/‘I)(z,Q)dz)—l, (3.30)
where ®(z,(2) is the depth distribution function. As follows from definition (3.30), in the absence
of elastic scattering, the mean escape depth becomes equal to the product of the inelastic mean
free path and the cosine of the emission angle, D = p);. The latter result is obtained immediately
from the assumption of an exponentially decaying escape probability. However, elastic collisions
of signal electrons cause significant deviations of the quantity D from a simple estimate pA;.
As pointed out by Jablonski and Zemek [281] the mean escape depth of s-photoelectrons in the

directions of minima of the photoelectric cross section can be considerably larger than ;. Based
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on the results of MC calculations they found that for Al 2s photoelectrons leaving a solid at
the angle © = 3° with respect to the surface normal and the direction of x-ray propagation
D = 31.7A. Meanwhile, the product pX; = 25 A, which agrees completely with the nonmonotonic
behaviour of the DDF discussed in the previous section.

The analytical expression for the mean escape depth was first derived by Tilinin et al. [284]
in the transport approximation for unpolarized radiation. and later was generalized for the case

of polarized x-rays [283). The result found in ref. [284] reads
D = Ado(h + Ay )(cosa + W) (3.31)

where the function W depends on the geometrical configuration and scattering properties of the
target (the quantity W is approximately proportional to the ratio of the single scattering albedo
w = A;/(Ai+ Asr) to the angular distribution of electrons leaving a sample, (3.27)). In the limiting
case of weak scattering (A, > ;) all the terms in the right-hand side of (3.31) proportional
to the ratio A;/As can be omitted and (3.31) reduces to the familiar expression: D = X; cos a.
In the opposite limiting case of intensive scattering (A¢, < A;) the mean escape depth becomes
proportional to the diffusion length, D ~ (A;A;,)1/? irrespective to the emission direction [284,285].

From (3.31), it follows that the average escape depth of signal photoelectrons is anisotropic
even for amorphous materials. The origin of this anisotropy can be traced out by considering
a more general case of polarized radiation. Analysis shows that, if the initial wave-function
symmetry is not too sophisticated, then photoelectrons are ejected from atoms most probably
in the directions parallel or antiparallel to that of the electric-field-vector oscillations. Such a
situation corresponds to positive values of the asymmetry parameter 3 > 0 for vast majority of s,
p, d and f -photoelectrons. Suppose the analyser collects the photoelectrons in the direction where
the initial angular distribution becomes zero. Then, in order to leave a target in this direction a
photoelecton has to change its momentum. which can be done in an elastic collision after travelling
a certain pathlength. Therefore, such electrons, on the average, travel larger pathlengths and
escape from larger depths. Exactly the opposite is true for photoelectrons registered in the
directions pertaining to maxima of the differential photoelectric cross section.

It should be stressed that multiple scattering sets an ultimate limitation on the probe volume
of the near surface region studied by AES/XPS, as is clearly seen from (3.31). Indeed, due to
the presence of the term W in the right-hand side of (3.31) the mean escape depth D cannot be
made infinitesimally small by decreasing the cosine of the emission angle a, i.e. by applying a

grazing emission geometry.



Quantitative Surface Analysis 265

The dependence of the mean escape depth on the XPS configuration may be conveniently
studied by analysing the ratio d = D/X;cosa. Note that the average reduced depth d is always
unity in the usual formalism of AES/XPS. In Fig. 25 the correlation between the initial angular
distribution and the mean escape depth of Au 4s photoelectrons is shown for a fixed value of the
polar emission angle a = 60°. The reduced mean escape depth is seen to be minimal in those
x-ray propagation directions where the differential photoelectric cross section reaches its maxima
and vice versa.

Zemek el al. [286] seem to be the first to obtain the mean escape depth of signal photoelec-
trons in aluminium oxide directly from overlayer experiments. Their method is substantiated for
overlayer /substrate combinations with close values of the scattering parameter x = X;/A,, of the
overlayer and substrate materials. The system Al,03/Al perfectly meets this requirement. The
authors of ref. [286] found experimentally that the reduced mean escape depth d depends on the
XPS geometry. In particular, the reduced depth is larger than unity for emission directions close
to that of x-ray propagation and less than unity at emission angles ~ 60° with respect to the x-ray
direction of incidence. The results of ref. [286] are in good agreement with both MC simulation

data and predictions of (3.31).

(v) Partial escape probability. The angular and energy distribution of secondary electrons
comprises contributions of particles scattered n = 0,1,2,... times inelastically. Hence, without
loosing generality, this distribution can be presented by a series each term of which corresponds
to the probability for an electron to escape from a sample after undergoing a certain number of
inelastic collisions. This probability is referred conveniently to as a partial escape probability.
Such a representation has a clear physical meaning and allows, for example, to trace easily multiple
plasmon energy losses. Generally, a partial escape probability P,(Q, E) is a complicated function
of the energy loss and the emission direction due to the pronounced energy dependence of elastic
and inelastic scattering cross sections. However, in the vicinity of the peak region pertaining to
small energy losses the energy dependence of the aforesaid cross sections can be neglected. As a
result, the processes of elastic and inelastic scattering may be viewed as occurring independently
and the partial escape probability splits into a simple product of two functions. One of these
functions depends only on energy and the other on emission angle. Thus, we have for the angular

and energy distribution the expression [241]



266 I. S. Tilinin et al.

0.15
(a)
5 Gold 4s
5
.‘:3 0.10
@
°
5 0.05
>
(o]
C
<
0
=
n
(@]
(&)
5.
L
a
(]
© 05+
Q
Q
@]
(&)
(2]
w 0 L i |
-380 =45 0 45 a0

Angle of x-rays B8 {deg)

Fig. 25. Correlation between the initial angular distribution (a) and the mean escape depth
(b) of Au 4s photoelectrons leaving a gold target in the plane of incidence of x-rays at the polar
emission angle o = 60°. Solid curve in (b) represents the analytical theory (TA), open circles are
the results of the MC simulation and dotted line is the usual XPS formalism prediction. Negative
values of the x-ray angle of incidence correspond to the azimuthal emission angle ¢ = 180° (after

ref. [284]).

Y(Q,F)=cosal, i P (Q)F(F), (3.32)

n=0

where Y5 is the normalization constant proportional to the source power of signal electrons and

the function F,,(£) is defined by the n-fold convolution of the intrinsic spectrum F(F) and the
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differential inverse inelastic mean free path
Fo(E) = F(E), (3.33)

E
F.(E) = /o For(E"w(E - E')dE", (3.34)

Equation (3.32) has another advantage. Convolutions of type (3.34) can be rapidly carried out
numerically. Consequently, there is no need to evaluate the quantity P, (£, E) stochastically. It
is sufficient to calculate the probability P(f2) irrespective to the energy loss, for instance, by the
statistical weights method and then obtain the full distribution by means of (3.32) and (3.34).

In the case of Auger electrons, the quantity P,(f?) is independent of the azimuthal angle by
virtue of azimuthal symmetry. The polar emission angle dependence of P,(?) is pronounced rather
weakly due to the fact that Auger electrons are to a large extent randomized. Nonetheless, the
function P,({) decreases with augmenting the emission angle, which indicates that the probability
to escape along the surface normal is larger than in any other direction. Besides that, the quantity
P,(Q) diminishes with increasing the number of inelastic collisions n. In particular, for large
n > 1 the probability to escape after being scattered inelastically n times is proportional to
inverse square root of the number n, P, ~ n~1/? [241]. Such behaviour of P, is explained by
the influence of a boundary between vacuum and a solid. Indeed, larger n numbers correspond
to larger pathlengths travelled by electrons and to higher probability of those electrons to leave
a sample. Consequently, for a steady-state source, the relative amount of particles suffered the
(n + 1)th inelastic collision in the target will be smaller than the number of electrons scattered
inelastically n times.

For photoelectrons whose initial angular distribution is anisotropic, the function FP,(£2) re-
produces approximately the shape of the differential photoelectric cross section for a few first n
numbers n = 0,1,2. As the number n increases, the angular distribution of electrons scattered
inelastically n times becomes more and more randomized and the function P, resembles that of
Auger electrons.

The partial contributions of 1000 eV Auger elelctrons escaping from a silver target are shown
in Fig. 20 by dashed lines for near normal emission direction. Note, that the background over the
energy losses less than 100 eV is almost entirely made up of (0-3) times inelastically scattered

electrons.
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E. Influence of crystallinity of the Auger and photoelectron line intensity

In Sections 3B-3D, the distribution of atoms in a target has been assumed to be random and
multiple elastic and inelastic scattering were supposed to be caused by incoherent interaction on
scattering centers subject to stochastic displacements from their equilibrium positions. Mean-
while, in practice, a sample studied by AES/XPS would be rather polycrystalline or crystalline
than amorphous. In those cases, an Auger or x-ray photoelectron line intensity is noticeably influ-
enced by periodic arrangement of atoms and coherent scattering (¢f. Section 3A). In particular,
an Auger or photoelectron line intensity as a function of the emission angle is modulated. The
degree of modulation, observed experimentally may be as high as (I — fmin)/ Imaz ~ 0.5 — 0.7
(17, even for an initially isotropic emission. Effects of coherent interaction taking place against
the background of multiple incoherent scattering are frequently called z-ray photoelectron diffrac-
tion (XPD) and Auger electron diffraction (AED). XPD and AED have developed as efficient
quantitative surface structure probes [1] and the number of researchers making use of them is
growing [1,287-298).

The phenomenon of Auger and photoelectron diffraction as applied to surface analysis has
been reviewed recently in several papers by Fadley [1,17,287] and Fadley et al. [296]. Our aim
is to briefly discuss basic physical assumptions and models used to describe diffraction effects.
Since emission of signal Auger and photoelectrons from different atoms is uncorrelated individual
emitters located at lattice sites of a crystalline sample are incoherent. Thus to study the angular
distribution of intensity it is sufficient to consider a final wave function of an electron ejected
from a single atom, accounting properly for the influence of neighbouring atoms. There are
basically two approaches used up till now to tackle this problem: the so-called Kikuchi-band
picture and the cluster model. Physically. they may be characterized as long-range and short-
range theories, respectively [17]. In the long-range approach, the Hamiltonian for a signal electron
excited in a crystalline target is presented in the form H = Hy + H., + H,, + H.., where Hy
includes the operator of the electron kinetic energy and interaction with external radiation, H.,
1s the average crystalline potential, being periodic according to a lattice symmetry, H., is the
fluctuating part of the crystalline potential caused by thermal vibrations of atoms and, finally,
H,. denotes electron-electron interaction responsible for the energy dissipation and comprising
mostly inelastic scattering on quasifree or weakly bound outer shell electrons. Scattering on the
periodic potential can be shown to lead to Bragg reflections, while the potential fluctuations are

responsible for thermal or diffuse scattering.
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In the cluster model, no assumption about existence of a periodic potential is made a prior:.
Multiple scattering of signal electrons is treated as scattering of secondary waves propagating in
an absorbing medium. However, it is assumed that scattering centers are located in lattice sites.
Attenuation of secondary waves is accounted for phenomenologically by means of the attenuation
length. The cluster model is a good starting point to understand physics of electron-crystal
interaction and in the limiting case of weak attenuation is expected to reproduce the results of
the Kikuchi-band picture.

Consider for simplicity, s-photoelectron emission from a point of origin and suppose the out-
going wave function is ¥, in the absence of other atoms of the lattice. Then, to the first approx-
imation with respect to scattering on the regular part of the potential, the signal electron wave

function reads [1,17,299,300]
w(ra k) - w0+zwi7 (3'35)

where the summation is performed over all lattice sites except for that of the emitting atom. Far

away from the sample (r — o00), the functions ¥, and ¥; approach spherical waves and we have
Yo ~ (e- k)exp(ikr)/r, (3.36)

v, ~ (e-r,/r;)f;(8;) exp(tkr(1 — cosb;)]/r, (337)

where k is the signal electron momentum, e is a unit vector characterizing the polarization
direction, r; is the radius vector of the jth atom, 6 is the scattering angle counted from the
direction along the vector r; and f(6;) is the scattering amplitude. Allowing further for electron
wave attenuation in a phenomenological way and averaging over thermal displacements of atoms
we arrive at the expression for the photoelectron angular distribution in the single-scattering-

cluster model [17]

Y(k) ~ Fo+ > FWjexp(—ik r) P+ 3 | F; P (1 - W}), (3.38)
j i
where
Fo= (e : k) exp(—RO/Q)\a), (339)
F; = (e-r;/r;)f(6,)exp(ikr; — R;[2),). (3.40)

In (3.39) and (3.40), Ry and R, are the pathlengths travelled by the respective waves below the
surface, ), is the attenuation length and W, is the Debye-Waller factor [297.301]

W, = exp[—2k*(1 — cos8,) < u? >]. (3.41)
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In the latter expression, < uf > is a mean thermal displacement squared of atom 7. In the high
temperature isotropic approximation the mean displacement squared reads < u? >= 34T/ mk@O% ,
where m is the electron mass, T and ©p are the absolute and the Debye temperature, respectively
[297;.

Formula (3.38) is very useful when studying diffraction effects and performing holographic
analyses. From (3.38) it follows that the intensity consists of two terms. The first of them contains
a sum on interference terms depending on a particular symmetry of a lattice and, thereby, carrying
structural information about a sample. The second sum in the right-hand side describes diffuse
scattering [17,297). Note, that in the limiting case of large thermal displacements the Debye-
Waller factor is small compared to unity, W, < 1, and all interference terms in (3.39) can be
neglected, so that the intensity I(k) reduces to the result for a system of randomly distributed
scatterers.

Ideally, all atomic positions in a lattice are strongly correlated. However, as it is clearly seen
from (3.38) there are a number of factors reducing the influence of remote neighbours on the
final wave function of a signal electron. Those factors are: (1) inelastic scattering of electrons
and (2) thermal displacements of atoms from their equilibrium positions. Both of these effects
are accounted for in (3.38) by means of the attenuation length A,. In addition, reduction in
correlation of atomic positions due to thermal displacements is described by the Debye-Waller
factor W; < 1. The attenuation length plays effectively a role of a typical correlation distance
between scattering centers whose contribution to a factor F; is still noticeable. Since A, is usually
several interatomic spacings d [302] the main features of the diffraction pattern are associated with
a geometrical configuration of A,/d ~ 3 — 5 neighbouring atoms along a chain although sometimes
correlation in positions of atoms separated by more than 20 A is also important [17,303,304]. As
a result, the measured intensity represents a probe of short-range order. Consequently,in model
calculations it suffices to account for about (A,/d)*> ~ 30 — 100 atoms in a cluster to obtain
satisfactory results [305]. Though expression (3.38) is formally derived in the single-scattering
approximation, generalization to include multiple scattering can be carried out a straightforward
manner. In the latter case, the quantity F; must be supplemented by contributions of various
multiple-scattering pathways that terminate at point r; [1].

For illustration, Fig. 26 displays an azimuthal scan of the O 1s line intensity for a saturated
NiO sample (1200 Langmuirs), measured experimentally by Saiki et al. [306]. The geometrical
configuration regarding the x-ray angle of incidence and the photoelectron polar emission angles

schematically shown in the inset. The angular distribution (circles) calculated by means of the
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single-scattering cluster model for a 2-monolayer NiO film on a Ni substrate ((001) orientation) is

seen to be in a good agreement with the experimental results. In particular, the theory correct-
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Fig.
formed at 1200 L exposure on Ni (001). The spectrum (solid curve
incidence 3° and the photoelectron polar emission angle 45° with the angular resolution of +1.5°.

Circles, dashed and dotted curves represent the results of calculations by the single-scatterin
cluster model for the structures: 2 ML NiO(001)/Ni(001), 3 ML NiO(001)/Ni(001) and 2 M

NiO(111)/Ni(001) [306].

ly predicts the doublet in the vicinity of the ¢ = 45° emission direction and dominant peaks

due to forward scattering of photoelectrons along the directions indicated by arrows in Fig. 27.
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Also shown for comparison are the results of calculations for an ideal NiO growing in either
(001) (dashed curve) or (111) (dotted curve) orientation with 3- and 2-monolayer thickness,
respectively. From the LEED data, the structure NiO(111)/Ni(001) is believed to coexist with
NiO(001)/Ni(001) [1]. However, the dotted curve being in full disagreement with the experimental

results indicates that the dominant orientation is NiO(001).

Fig. 27. Schematic representation of the 2 ML nickel oxide overlayer on a nickel (001)
monocrystal substrate indicating the 16.7% expansion of the NiO lattice with respect to that of
Ni and strain involved (after [306]).

In addition to signal Auger electron diffraction, one should mention effects associated with
diffraction of a primary electron beam incident on a crystalline sample in a direction correlated
with crystallographic axes, i.e., at the angle close to the Bragg angle ©p . Coherent scattering
of primary electrons results in appearance of waves propagating in the directions which differ
from that of the incident beam by a combination of reciprocal vectors so that the intensities of
different Bloch waves oscillate with depth [212]. The contrast of a Kikuchi pattern of backscattered
electrons varies with orientation of the electron momentum with respect to close-packed atomic
planes, in the vicinity of Bragg directions [210]. Since an Auger transition rate is proportional
to the flux of primaries the number of Auger electrons generated in the near surface region
becomes also dependent on the angle of incidence of bombarding particles. Mroz [18] points

out that the two-wave approximation does not provide an adequate explanation of the observed
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experimental results on Auger signal contrast. Therefore, usually, a multiple-wave approach is
needed to describe quantitatively the redistribution of Auger electron intensity due to diffraction
of the primary beam. More discussion on this point as well as analysis of relevant experimental

data can be found elsewhere {18].

4. Backscattering of Primary Electrons

A. Total reflection coefficient

Primary electrons in the energy range from several hundred eV up to ten keV are widely
used to excite core-shell Auger electrons. In this energy range, the probability of ionization of
atoms with medium and large Z-numbers reaches its maximum values. Unlike x-rays, medium
energy electrons are scattered intensively in a solid and a considerable amount of them may be
reflected from a target. Therefore, a primary electron may cross the near surface region from
which the majority of signal Auger electrons escape more than once. As a result, the number of
lonization events increases and so does the amount of signal Auger-electrons leaving the sample.
Moreover, if the energy of primaries exceeds the core-shell ionization threshold by a factor of 4-5
then the lonization cross section decreases with increasing energy and backscattered electrons
excite a given Auger electron line more effectively due to their kinetic energy being smaller than
that of bombarding particles. The influence of scattering of primary electrons on the intensity of
the Auger electron line is described by the backscattering factor B. Prior to discussing how to
evaluate the backscattering factor from first principles, it is advisable to briefly review available
experimental data and to consider the physics of backscattering in more detail.

The probability for a fast electron to be reflected from a sample is characterized by the differ-
ential backscattering coefficient that is equal to the number of particles reflected from a unit area
of the surface per unit time with certain momentum and energy, related to the number of electrons
hitting a target. Integration of the differential backscattering coefficient yields the total reflection
coefficient r which had been a subject of intensive experimental studies since early early days
of AES [307-329]. If the energy loss of a backscattered electron exceeds a typical characteristic
energy loss then this electron is usually referred to as being reflected inelastically. Inelastically
backscattered primaries, as a rule, dominate the flux of emerging electrons. Therefore, the fol-
lowing discussion concentrates mainly on particles undergoing noticeable energy losses. From

experimental studies, we know that the reflection probability at energies E > Z%3¢%/aq rises
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monotonically with increasing the atomic number Z. Physically, the condition E > Z%/3¢*/ao
means that the velocity of the projectile is larger than the mean velocity of bound atomic elec-
trons. In this energy range, starting on average from several keV, the quantity r is a slowly
varying function of E. In particular, beginning from 10 keV the reflection coefficient r reaches
a broad plateau for the majority of elements of periodic table and begins to decrease with
only in the relativistic region (¢f. Fig. 28). The energy spectrum of inelastically backscattered
electrons represents a dome-shape curve with a broad maximum. The position of the maximum is
shifting closer to the initial energy of primaries while the peak becomes sharper as the Z-number
increases. The contribution of elastically scattered electrons to the total yield does not exceed a
few percent. The angular distribution of electrons backscattered from heavy materials at normal
incidence follows, as a rule, a cosine law. At grazing incidence the angular distribution is stretched
out significantly in the mirror direction with respect to the propagation direction of an incident
beam.

The energy range e?/ay < E < Z%3e?/qq, pertaining to energies from a hundred eV up
to about several keV, is characterized by a general decrease in the reflection probability. The
coefficient r is no longer a monotonic function of the serial number Z but may be considerably
lower for heavy targets than that for light-element samples. The shape of the energy spectrum
changes significantly: there is a sharp maximum at the kinetic energy almost equal to the initial
one. This is a clear indication to a more pronounced role of elastically and quasielastically
scattered primaries. The relative number of fast electrons that have suffered large energy losses
decreases. Simultaneously, the lower energy tail of the total energy spectrum becomes more
populated with true secondaries. These features are due to increasing the probabilities of large-
angle scattering and inelastic energy losses. Note that the inelastic mean free path reaches its
minimurm value at energies about 50-100 eV (c¢f. Section 2E}.

In earlier theories of electron backscattering, two main approaches dominated. Everhart [330]
applied a single deflection model assuming that the flux of backscattered particles consists primar-
ily of those suffered one elastic collision at small impact parameter. The attempts to incorporate
small-angle scattering effect into the Evehart theory was later made by Dashen [331] and Kalash-
nikov and Mashinin {332,333). The results found in ref. [330-333] have a common drawback: they
predict an infinite increase in the reflection probability as the atomic number Z tends to infinity.
Nonetheless, the single deflection model proved to be effective in the case of low-Z targets, where
its basic assumptions are satisfied.

Another model was developed by Archard [334} and Tomplin [335]. They proposed a diffusion-
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like picture according to which an electron moves in a solid along a straight line. When the traveled
pathlength reaches the value of the so-called diffusion length all the particles are supposed to
diffuse in all directions, i.e. scattered multiply at arbitrary angles. In the diffusion model the
total reflection coefficient at normal incidence can never exceed the value of 0.5, which is a direct
corollary of the unsatisfactory simplifying assumptions and contradicts the physics of the reflection
process. The theory of Archard and Tomlin did relatively well, in the case of heavy targets, but
failed to provide reasonable results for light elements.

Most consistently the problem of backscattering can be treated on the basis of kinetic equation
with appropriate boundary conditions. Tilinin [336,337] applied the Boltzmann type kinetic
equation in the transport approximation to the case of normal incidence and found that the

reflection coeflicient is a universal function of the ratio
g = RO/’\tH (4'1)

where Ry and Ag are the linear range and the transport mean free path. The quantity R, represents

the total pathlength traveled by an electron before being slowed down and is given by
Ro= /dE/ < dE/ds >. (4.2)

< dFE/ds > being the stopping power of the target. The lower and the upper limits of integration
in (4.2) are set equal to E,,;, ~ 50 eV, in accordance with conventional separation of fast and
slow electrons [209], and to E,.., = Ey, where E, is the initial energy, respectively. If the velocity
of primary electrons is large compared to the average velocity of atomic electrons, the stopping

power < dE/ds > is mainly due to ionization energy losses and is determined by [338]
< dE[ds >= (2rM Zr%)[(E + 1)*/ E(E + 2)|Li(E, Z), (4.3)
where the function L;(E, Z) varies slowly with energy and reads
L(E,Zy=Wm[E*E+2)/2J|+(E+ 1) + [E/(E4+ D]*/8 = [2E+1)/(E+1)*]In2. (4.4)

In (4.3) and (4.4), r. = €?/mc? is the classical electron radius, the energy E is in units mc? and J
is the average ionization potential, J(Z) ~ 10Z eV. In the nonrelativistic limiting case, we obtain

from Eq.(4.3) the renowned Bethe-Bloch formula
< dE/ds >= (2rtMZe*|E)L(E, Z), v<c (4.5)
where the energy E is in usual units and

L{E.Z) = n(1.16E/J). (4.6)
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Substituting (4.3) into (4.2) and neglecting for simplicity the weak dependence of the function L;
on energy yields the approximate expression for the linear range Ry ~ E?/[d4nZe*L,(E,Z)]. By
making use for explicit expressions for the momentum transfer cross sections found in ref. [126]

we arrive at the formula for the scattering parameter
o=[Z+1)/4f(E,Z), (4.7)

where

H(B.2) = [E.2) In[1.08(v/Z%v)?] for Z¥* < uvfve< Z (4.8)

In[1.08(v/Z*3v5)] for wvjvy > Z.

Note that the prefactor Z in the right-hand side of (4.7) is replaced by Z + 1 to account for
angular deflections in inelastic collisions of electron with atoms [339]. The function f(E,Z) is
equal to the ratio of two logarithmic functions and, thereby, its dependence on the energy and
atomic number is pronounced very weakly. Thus, we conclude that at relatively low energies the
parameter ¢ is linear proportional to Z+ 1 and the reflection coefficient depend only on the serial
number Z of the target.

The quantity f(E.Z) in (4.7) is of the order of unity. As a result, the parameter o ~ (Z+1)/4
and exceeds unity for the majority of elements of the periodic table. Since the linear range and the
transport mean free path represent the energy and the momentum relaxation lengths, respectively,
the parameter os can be interpreted as the number of large angle scattering events an electron
suffers before completely loosing its kinetic energy. From the physical point of view the parameter
o characterizes the behaviour of electron trajectories in a solid. Small values of ¢ < 1 correspond
to motion along a straight line as the probability of large-angle scattering is negligible. In the
limiting case of large o > 1 electron trajectories deviate significantly from straight lines and the
traveled pathlength can exceed noticeably the penetration depth. In Table 3, the values of the
parameter o for Al. Cu, Ag and Au are presented for energies ranging from 500 eV up to 10
000 eV. The transport mean free path is calculated from the quasiclassical expression by Tilinin
[126] and the linear range is obtained by numerical integration of the right-hand side of (4.2) by
making use the stopping-power data found in ref. [340] on he basis of the dielectric function theory.
From the Table 3 it follows that, typically, & > 2 ~ 8. Consequently, a primary electron may
experience several large-angle scatterings before escaping from or being stopped in a solid. Under
the assumption that the contribution of fast true secondaries to the backscattering probability is

neglected [208,221]

r=[(o+ 1)Y= 1}/[(c +1)Y? + h]. h = 1.908. (4.9)
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The results of calculations of refs. [336,337] are shown in Fig. 28 by the solid curves. It is seen that

the analytical solution in the transport approximation is in good agreement with the experimental

TABLE 3. Energy Dependence of the Linear Range R, , Transport Mean Free Path A, (1078
cm) and Scattering

Parameter 0 = Ry/l;, of Fast Electrons in Different Materials.

Energy Al Cu Ag Au

(eV) Ro Ay o Ry A o Roe Ao o Ro A @

500 1.06 048 22 065 019 34 067 019 36 056

600 1.38 062 22 081 023 36 082 022 38 0.73
800 2.10 090 23 1.16 030 39 118 028 42 1.05 021 5.1
1000 3.14 1.42 2.2 154 038 4.1 158 033 48 139 0.25 56
1500 5.80 2.70 2.2 259 0.62 42 279 054 52 239 036 6.6
2000 8.81 4.13 2.1 382 091 42 401 075 53 3.41 048
3000 169 7.70 21 731 1.70 43 752 1.24 61 593 0.75 7.9
4000 275 129 21 116 265 44 121 1.87 6.5 8.67 1.08 8.0
5000 40.0 19.0 2.1 173 3.82 45 174 260 6.7 122 146 9.0
6000 56.4 269 21 23.1 498 46 231 340 68 160 1838 9.0
8000 90.1 431 2.1 374 7.86 48 374 540 69 271 275 99
10000 131 62.6 2.1 53.0 11.3 50 531 740 7.2 409 344 12

=4
V—

data. The criterion of validity of this approximation as applied to the case of electron inelastic
backscattering is the condition o > 1, which means that the flux of electrons suffered large energy
losses is noticeably isotropized, so that its angular dependence becomes weakly pronounced. Note,
that the contribution of fast true secondary electrons r; may influence noticeably the electron yield
in the keV-energy region [337]. Figure 29 displays the energy dependence of the ratio r,/r for
copper and gold. It is seen that the quantity r, reaches its maximum value at the energy ~ 0.5

keV for a Cu and 1.0 keV for Au target.
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Fig. 29. Relative contribution of fast true secondary electrons to the total backscattering
coefficient versus the energy of bombarding electrons (after ref. [221]).
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In the more general case of oblique incidence, the backscattering probability is determined by

the so-called reflection parameter [341,342]
0" = o(1 —sindp) "}, (4.10)

where ¥, is the incidence angle of the primary beam of particles, counted from the surface normal.
By its physical meaning the quantity o” represents an average number of scattering events accom-
panied by deflection at the angle necessary to escape from a target, an electron may experience
at the pathlength Ry . The larger the reflection parameter is the higher the reflection probabil-
ity. For ¢* > 1, reflection is always a multiple scattering process and a simple single-deflection
model is inadequate to describe electron backscattering. In the opposite case of small values of
" € 1, the probability to be backscattered is negligible and is due primarily to rare collisions
leading to deflection at a large angle. The parameter ¢~ plays an important role in the reflection
phenomenon. It determines not only the total number of reflected particles, but also the shape
of the angular and energy distributions. In particular, at large o*-values the peak height of the
energy spectrum of inelastically scattered electrons is proportional to o*, while the most probable
energy loss of backscattered particles is inverse proportional to o* [341,342].

The total reflection coefficient as a function of the angle of incidence is described by [341,346,347]
r=r,+ (1 —rJr,, (4.11)

where r; and ry are the relative amounts of electrons traveled in the sample the pathlengths
s < Ay and s > Ay and reflected from the target, due to small-angle and diffuse scattering,
respectively. It is assumed that electrons traveled a pathlength s < A, in a sample are scattered
mainly at small angles while those traveled a pathlength s > A, have suffered diffuse scattering.

The quantity r, can be found in the small-angle diffusion approximation [343,348] and reads [347]

. w(1 — sindo)], foro > 1, (4.12)
w(o*), for o > 1,
where
1/2
w(e) = § (2erel3/2)'7, forz <12, (4.13)

1152714 + 12274, forz > 12.
The quantity ry is obtained by generalization of result (4.9) for the case of oblique incidence
[343,347]
rg = [(0 + 1)Y2 = 1}/[(0 + 1)*/* + hcos ). (4.14)
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Figure 30 shows the total reflection coefficient r of 25 keV electrons as a function of the inci-
dence angle, the symbols representing the experimental data of ref. [374]. Predictions of (4.11)
are displayed by dashed curves. Solid lines are the results of numerical solution of the kinetic
equation by a super matrix algorithm [218]. Formula (4.11) describes quite well the behaviour of
experimental points even in the case of a beryllium target, and is in agreement with the results

obtained by both MC simulations and the numerical solution of the Boltzmann equation.

B. Electron backscattering from targets of complex chemical composition

The reflection theory developed for one-element samples can be generalized for the case of a
target consisting of N different species of atoms with relative concentrations ¢; (k = 1,2,...,N)
[221,348]. To show this, we note that inelastic energy losses and elastic scattering of sufficiently
fast electrons (E > Z*%3e?/a;) are dominated by close collisions with the impact parameter
b < ao, which allows the stopping power < dE/ds > and the transport mean free path A;, to be
expressed in terms of concentrations ¢, the stopping powers and transport mean free paths of
pure elements. We denote the latter quantities by < dE/ds >, and M, x, respectively. The wave
length of fast electrons is small compared to the average interatomic distance d, so that kd > 1,
where k is the electron momentum in units of the Planck constant. From this, it follows that
interference of secondary waves emitted by neighbouring atoms can be neglected, when calculating
the differential elastic and inelastic scattering cross sections. Consequently, the transport mean

free path and the stopping power of a multiple-component target read

N
A = (MY ee/Midys) ™ (4.15)
k=1
N
<dE[ds >=M Y oM < dE/ds >, (4.16)
k=1

M, being the bulk density of a pure element k. Expression (4.16) represents the well-known Bragg
rule for the energy losses of a swift charge in a polyatomic medium [349,350]. In the nonrelativistic

case, the scattering parameter pertaining to the N-element sample is given by the relationship
(cf (4.7))
N N -t
o= (1/4)Y aZi(Zi + ) f(E, Zy)Li(E, Zy) [Z ceZiLi(E, Zk)] ; (4.17)
k=1 k=1
where the functions f(E, Z) and L;(E, Z) are defined by (4.8) and (4.6), respectively. Neglecting

the weak dependence of the functions f and L, on atomic number. we present the scattering
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parameter ¢ in the form

o= ((Zess + D/AS(E, Zesg), (4.18)

where Zes; is the effective atomic number of the target, i.c.,

N N -1
Zejs = ECkaﬂ <Z ckZeff) . (4.19)

k=1

k=1

0 30 60 a0
Angle of incidence (deg)

Fig. 30. Dependence of the total reflection coefficient r on the incidence angle of bombarding
electrons. Symbols are the experimental data of ref. [347], Solid curves — numerical solution of
the Boltzmann kinetic equation by a supermatrix algorithm [218]. Dashed lines - calculations
from formula (4.11).

It 1s worth noting that a number of different formulas for the effective Z-number have been
proposed in the literature [3531-353]. Expression (4.19) coincides with the empirical formula of
Sadlick and Allen [351] and provides the best quantitative interpretation of experimental data
[354]. One should keep in mind, however, that the effective Z-number is, generally, a function of
not only relative concentrations and atomic numbers of pure elements but also energy. Therefore,
the backscattering probability is described more consistently in terms of the parameter o rather
than Z.;;.

In Fig. 31, the experimental data of ref. [355] for the reflection coefficient r of 20 keV electrons
normally incident on targets of complex chemical composition are shown by triangles. Also
presented for comparison is the theoretical curve obtained from (4.14) for the scattering parameter

defined by (4.17).
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4.3 Backscattering factor in AES

The backscattering factor B is defined as a ratio of an actual number of core-shell ionization
events induced by a primary beam to the number of those events which would occur if both
elastic scattering and slowing down of bombarding electrons were neglected. The quantity B
can be either larger or smaller than unity. In this connection, the term scattering factor would
be more appropriate. However, we shall use below the term backscattering factor as it has been
established in literature since early applications of AES. A number of empirical expressions has
been proposed to calculate the factor B [356-358]. This quantity can be also obtained by Monte
Carlo technique [353,359]. For instance Shimizu [357] proposed the following formula for the

backscattering factor

B =14 (234 —210Z%"*)(E./E,)** +2.582°" — 2.98, (4.20)

1
0 2 4 6 8 10 12
Scattering parameter G

0 1 1 1 i

Fig. 31. Dependence of the reflection coefficient r of 20-keV electrons on the scattering
parameter o for tar%ets of complex chemical composition. Normal incidence. Open triangles -
experimental data of ref. [355]. Solid curve - calculations from formulas (4.14) and (4.17).

where E, and E,; are the kinetic energy of primary electrons and the ionization energy, respec-
tively. Empirical relationships may be useful for rapid assessments of the quantity B, but they
provide little insight, if at all, into the physics of electron-solid interaction. It is seen, particularly,
from (4.20), that the backscattering factor increases infinitely as the serial number Z tends to oo.
Clearly, such a behaviour of the quantity B is not expected on physical grounds.

The mean escape depth of signal Auger electrons is small compared to the transport mean free
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path of primaries. Consequently, elastic scattering of bombarding electrons in the near surface
region, where the majority of signal electrons is generated, may be ignored. Suppose also that

the kinetic energy of primaries F, satisfies the condition
E,— E.> <dE,[ds > X, (4.21)

where ); is the inelastic mean free path of signal Auger electrons. Inequality (4.1) means that
the energy losses of primary electrons in the near surface layer of the thickness A; are negligible.

Under these assumptions, the backscattering factor reads [360,361]

B=1+4uo [ g(ENE [ Rin E)uln, (4.22)

ni

where R(u, E) is the differential backscattering coefficient describing the probability for an inci-
dent electron to be reflected at the polar angle ¥ = arccos 4 measured from the surface normal
with the energy E,pp = cosvy is the cosine of the angle of incidence and ¢(E) is the reduced

ionization cross section of the nl-orbital, namely,
q(E) = on(E)/on(Eyp). (4.23)

Calculations of the integrals entering the right-hand side of (4.22) requires knowledge of the
energy dependence of the ionization cross section and the differential backscattering coefficient as
a function of emission angle and energy. In the case of K-shells, variation of the ionization cross

section with energy may be approximated with an accuracy of 15% by the expression [362]
ox(E) = const In(E/Ex)/(E/Ek), (4.24)

which is quite consistent with corresponding quantum-mechanical calculations (cf. Section 2A)
[363]. A similar dependence is expected for L-shells. Since, the backscattering factor is determined
by the ratio of o, (E)/o,(E,), one may suggest that the error introduced into calculation of
the quantity B by making use of (4.5) is rather small. The distribution R(g,E) can be either
measured experimentally [356,357] or obtained theoretically [336]. In particular, for electrons
normally incident on a target an analytical expression for R(y, E) has been found in ref. [337] in

the transport approximation

c+ioo
R E) = (4miBo < dEfds >) a1+ w7 [ w(p)H[Lw(p)]-
Hlu,w(p)|®L(p)p(E)] *dp, c>1 (4.25)
where H(p,w) is the H-function of Chandrasekhar [268], w(p) is the complex single scattering
albedo

w(p) =a/(o +p), (4.26)
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o = Ry/li; is the ratio of the linear range to the transport mean free path of primaries (cf.
Section 4A), p(E) = Ro(E)/Ro(E,) is the reduced residual range of primaries and the function
®.(p) is the Laplace transform of the energy-loss function of Landau [278] for electrons travelled
in a medium a pathlength /,. In the limiting case of large values of the parameter ¢ > 1 and
overvoltage Uy = E/E,; > 1 substitution of (4.25) into (4.22) yields a simple expression for the
backscattering factor [361,364], viz.,

B=(1+h)/{1+k[(a—1)/[a(c +1)=1]]/?}, U > 1, (4.27)

where h is defined by (4.9) and « is the parameter governing the energy dependence of the linear
range Ry ~ E® (a = 1.5 — 1.7 [209]). Formula (4.27) is in good agreement with data obtained
by MC simulations [333] and semiempirical results [356-358]. For instance, for 2.0-keV electrons
reflected from Cu, Ag and Au, the backscattering factor, according to (4.27), is equal to 1.92,
1.99 and 2.07, respectively. While a semiempirical expression of Shimizu {357] yields for the same
targets the values 1.84, 2.05 and 2.35 at the overvoltage I’ ~ 20.

Analysis of (4.22) and (4.25) shows that the backscattering factor B increases with the scatter-
ing parameter o and the overvoltage Uy;. The quantity B reaches its saturation value B,, = 2.908,
as it follows from (4.27), in the limiting case ¢ = oc,U,; = oo. This saturation value is close
to that predicted by formula (4.20), B,, = 2.936, for Uy, = oc and Z = 100. For U,; > 4, the
energy dependence of the backscattering factor is weakly pronounced. In the near threshold re-
gion, Un; < 1.5 the contribution of reflected electrons to excitation of a given Auger electron line
reduces drastically. Owing to a rapid decrease in the number of backscattered primaries capable
of ionizing the nl-orbital. At the energies just above the threshold, U, — 1 <« (a0)™!, the flux
of outgoing electrons retaining a sufficient amount of kinetic energy is mainly due to rare violent
collisions and, thereby, the transport approximation becomes inadequate to describe the reflection
process. It should be stressed, however, that in the vicinity of the threshold, (4.22) 1s formally
invalid, since it does not take into account slowing down of primaries in the near surface region,
which provides the major contribution to the Auger electron line intensity. Another point that
should be kept in mind is that (4.25) does not include the contribution of fast true secondaries.

In Fig. 32, the backscattering factor B is shown versus the overvoltage U for the case of
electrons normally incident on Si and Au targets and K-shell excitation. The solid curves are the

results of calculation in the transport approximation ((4.22) and (4.25)) [361]. Open circles and
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triangles are the experimental values from ref. [365].
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Fig. 32. The dependence of the backscattering factor B on the overvoltage for K-shell

excitation of Si and Au.

The primary electrons are normally incident on the sample. Solid

curves — calculations in the transport approximation [361]. Open triangles and circles are the
experimental data of ref. [365] for Si and Au, respectively.

TABLE 4. The Dependence of the Ratio of the Backscattering Factors

Bie/ Bsi on the Energy of Bombarding Electrons [361].

E,. keV Metal

3

Is]

10

Ta
Ge
Mo
Ta
Ge
Mo
Ta

Bu./Bsi
experiment [366] theory [361]
1.27 1.20
1.17 1.17
1.20 1.19
1.30 1.30
1.18 1.19
1.20 1.21
1.34 1.31
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Meda and Queirollo [366] measured the ratio of backscattering factors of Ge, Mo and Ta targets
covered by a thin Si overlayer to the backscattering factor of a pure Si sample. The K-shell of Si
atoms was excited for all overlayer substrate combinations. Their results are compared with those
found in the TA [361] (cf. Table 4). The experimental data are seen to be in perfect agreement
with the theory. The maximum discrepancy of about 6% is observed for 3 keV electrons and the

Ta-substrate.
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Fig. 33. The backscattering factor of a Cu target as a function of the binding energy.
Primary electrons of the energy 2000 eV are normally incident on the target. Solid curve —
experimental results of ref. [367], open circles, triangles and squares are the data obtained from
empirical expressions of Love [356], Shimizu {357] and Reuter {358] (after ref. [367]).

An interesting effect was observed in experiments by Palczynski et al. [367]. They studied the
ionization-energy dependence of the backscattering factor for Cu, Ag, Au targets and Cu-Ag-Au
alloys in the primary-energy range from 1000 to 2000 eV. These authors measured the energy
spectrum of reflected particles and under the assumption of a cosinusoidal angular distribution
performed numerical integration in the right-hand side of (4.22) by making use of the Gryzinski
formula [24] for iomization cross section. They found the backscattering factor at ionization
energies of about 100 eV and less to be much larger than that reported in literature for similar
values of the overvoltage. Their results for a copper target are displayed in Fig. 33 as a solid curve.

Also presented here are the backscattering factors calculated from semiempirical expressions of
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refs. [356-358]. It is seen that the experimental values of Palczinski et al. compare well with
the predictions of ref. [356-358] at relatively low overvoltage U,; < 6. On the other hand,
the factor B obtained in ref. [367] increases rapidly as the ionization energy becomes smaller
than 200 eV. A similar, and even more pronounced increase in the backscattering factor was
measured for Ag and Au targets as well as for alloys. Palczynski et al. ascribe such a behaviour
of the backscattering factor to the approximations made when processing experimental data.
Particularly, the angular and energy distributions of reflected particles was assumed to split into
a product of two functions depending separately on angular and energy variables. The angular
distribution was believed to be cosinusoidal and the Gryzinski formula [24] was used to describe
the 1onization probability. However, the expression of Gryzinski for the ionization cross section is
expected to provide reasonable results at such overvoltages and cannot lead to 50-100% increase
in the factor B as observed in ref. [367] for Cu, Ag and Au samples. The assumption of the
cosine-shape of the angular distribution is well substantiated by numerous experimental data and
theoretical studies (cf. (4.25)) although this distribution may deviate slightly from the cosine law.
Thus, the reason for large values of the quantity B is definitely different from those discussed in
ref. [367]. Most probably the high values of B at low ionization energies are explained by the
influence of fast true secondary electrons on the Auger electron current intensity. In ref. [337],
it has been shown that contribution of fast true secondaries can amount to 30% at energies of
about 1-2 keV in the case of elements Z > 30. The average energy of fast true secondaries is
about one quarter of the initial energy of primaries and. in the situation considered, falls into the
energy region where the ionization cross section reaches maximum values, which means the true

secondaries excite low-binding-energy shells very effectively. Assessments based on the results

y.

of ref. [337] show that, under these specific conditions, true secondaries may be responsible for

30-50% of all signal Auger electrons.

5. Applications of AES/XPS to Surface Analysis

A. Methods of inelastic background removal

Each characteristic peak in the energy distribution of Auger or photoelectrons is accompanied
by a broad background. A true spectrum may be presented as a difference between the measured
energy distribution and the background. Therefore, any operator has to decide how to determine

the peak area pertaining to electrons that escape from a sample without energy losses and, thereby,
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carrying direct quantitative information about chemical composition of the near surface region.
The background is caused by electrons that have undergone multiple inelastic scattering. Those
electrons also experience elastic collisions on the way out of the target. Consequently, the low-
energy tail of the peak, generally, is a function of elastic and inelastic properties of the sample. In
addition, the shape of the spectrum depends on the initial angular distribution of signal electrons
as elastic interaction tends to redistribute the particles over the emission directions.

In the past, the problem of inelastic background subtraction was addressed by a number of
authors [368-373]. Shirley [368] seemed to be the first to notice that the background intensity
was proportional to the integrated peak intensity at higher energy. This assumption is physically
quite clear, as the recorded spectrum may be always presented as consisting of two parts. One
of them corresponds to particles escaping without losing any amount of their kinetic energy
(phonon scattering is neglected in view of a relatively large resolution of analysers) and, thereby
is proportional to the intrinsic spectrum. The other corresponds to electrons that have scattered
inelastically several times before leaving a solid. Thus, the deconvolution formula of Shirley
represents an integral equation with an unknown prefactor and the measured intensity as an
integrand in the integral term. The prefactor is determined, in such a way, that at a certain
minimal energy (to be chosen by an operator) the found intrinsic spectrum becomes zero.

If the background varies slowly in the vicinity of the peak and no plasmon peaks are visible,
even, more simplified procedure is often applied, which is called a straight-line method [15]. In
the latter case, the background is approximated by a straight line beginning from a certain Ep;,
in the low-energy party of the spectrum and ending at E,,,. The energy E,.a- is usually chosen
a few eV above the initial energy of signal electrons. Hence, this method differs from that of
Shirley in that no assumption is made about the proportionality of the background to the peak
intensity.

Tougaard and Sigmund {372] found a deconvolution equation in the straight line approximation
and showed that the inelastic background intensity is determined by a convolution of the measured
spectrum and the differential, inverse inelastic mean free path. Later, Tougaard [373] proposed a
deconvolution formula. where elastic scattering was accounted for in the P;-approximation, and
the universal differential inverse inelastic mean free path [277] was recommended for practical
calculations. This formula contains a fitting parameter to be varied to fulfill the criterion that
the intrinsic spectrum vanishes beginning from a certain energy in the low-energy part of the
spectrurn. A number of authors have applied this formula in the peak-shape analysis [374-378].

The Tougaard method was tested and compared with the results obtained by the approach of
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Shirley and the straight line method for three sets of polycrystalline alloys [379]. It was found that
for peaks from the same solid the root mean squared deviation of experimentally determined peak
intensity ratios from those calculated theoretically was about 35% in the case of the both Shirley
and straight line methods and only 11% for Tougaard’s method [379]. The Shirley and straight
line methods were found to be much more accurate when reference spectra were used yet the
corresponding results deviate by about 10environment-induced changes in shake-up/off processes
may result in systematic errors with the Shirley and straight line methods while the deconvolution
algorithm of Tougaard is much more stable to those changes. In general, the method of Tougaard
seems to be superior. However, there are several weak points in the Tougaard approach. First,
a fitting procedure is to be performed to obtain the intrinsic spectrum and this may introduce
some uncertainty into the final results. Secondly, the influence of elastic collisions is accounted
for approximately and the angular distribution of the emerging flux of electrons is supposed to
be cosinusoidal. Thirdly, the correlation between anisotropy of photoemission (in the case of
XPS spectra) and multiple scattering of electrons is ignored. Finally, surface excitations are not
accounted for at all. The latter effect may be quite significant as shown recently by Chen [197].

Making use of the analytic solution to the secondary emission problem in the transport ap-

proximation Tilinin and Werner [241] derived the deconvolution formula
F(E) = y(s B) = \k(w) [ dE'w(Eo | E' = E}y(u. E'), (5.1)

where F(E) is the initial energy distribution and y(g, E) is the measured spectrum. Equation
(5.1) differs from the result obtained by Sigmund and Tougaard [372] by an additional prefactor
k(p) before the integral term. On the other hand, Eq. (5.1) reduces to a modified deconvolution
formula of Tougaard [277] if one replaces the function k(u) by the constant \;/(A; + L), where
L is the so-called characteristic length of the order of 2X;, [272]. Result (5.1) is obtained from
the exact solution to the boundary value problem for initially isotropic emission (the asymmetry
parameter J = 0) and is expected to account more accurately for the elastic scattering effect. In
this connection, it is interesting to compare the results of the background subtraction procedures
based on (1.1) and the Tougaard approach. Such a comparison was performed in ref. [241] and is
illustrated in Fig. 34. The model Auger electron spectra were calculated for 1000 eV electrons in
silver for the normal (o = 0°) emission by applying the universal energy-loss function of Tougaard
[277]. The intrinsic energy spectrum was assumed to be the same as in Fig. 20. One can see that
the Tougaard method slightly underestimates the inelastic background, whereas deconvolution

formula (5.1) consistently removes the contribution of inelastically scattered electrons and yields
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practically the initial energy spectrum over a wide energy range.

2

- Ag, 1000 ev,

'8 1.5F Model

e spectrum

o

% 1F

=) True

= 05 spectrum
= Y P

:_5 Tofterup *

> -

Om_..

- J
800 850 900 950 1000 1050
Kinetic energy (eV)

Fig. 34. Verification of the background subtraction technique proposed in ref. [241] and
comparison with the method of Tougaard (Eq. (41) of ref. ][277]). The model energy spectra
in the vicinity of the characteristic peak of 1000 eV Auger electrons in silver are calculated for
normal emission. Note, that Eq. (S.S yields the exact true spectrum, while the Tougaard method
under- or overestimates the background depending on the emission angle o (after ref. [241]).

Upon integration of both sides of (5.1) with respect to energy one obtains the integral equation
relating the excitation rate of signal electrons, the measured spectrum and the differential inelastic
scattering cross section. The function w(E, | €) appears in the integrand of a double integral on
energy. From this it follows that the resulting excitation rate is not too sensitive to the actual
shape of the differential inverse inelastic mean free path. This explains the results of Jansson et
al. [380] who found that for metals the REELS and universal differential inelastic scattering cross
sections give peak intensity ratios that were equally close to the theoretically expected values.

Recently, Werner [381] developed an algorithm to subtract the inelastic background in the case
of anisotropic photoemission. His method is based on a solution of the transport problem and
involves a recursive deconvolution scheme. For the asymmetry parameter 8 = 0, his results reduce
to those of Tilinin and Werner [241]. Werner found that the Tougaard method worked reasonably
well only in the case of the magic angle geometry. For other geometries, neglect of photoemission

anisotropy in Tougaaard’s approach leads to quite severe discrepancies in the angular and energy
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distribution [381].

A different approach to deal with the problem of background removal was proposed by Jo [382].
He noted that the integral term in the right-hand side of (5.1) is proportional to the response
of inelastically scattered electrons. This response is well known in the energy loss region, where
the peak contribution clearly disappears. Thus, a task of finding the energy-loss function and,
thereby, the intrinsic spectrum, reduces to a kind of inverse problem similar to the restoration
of a degraded image. Jo introduced physically reasonable optimization conditions and applied
a minimization procedure [383,384] to solve the integral equation relating the response and the
differential inelastic scattering cross section. By making use of experimental data for Al and Au
from the spectrum data bank in the Common Data Processing System compiled and distributed
by VAMAS-SCA Japan [385] Jo demonstrated the efficiency of his technique in obtaining the
normalized energy-loss function and the initial true spectrum. It should be stressed, however,
that in ref. [382] the simplest version of the Tougaard method [386] was used. In this version
elastic scattering is neglected and the characteristic length L is assumed to be large compared
with the inelastic mean free path. The latter assumption corresponds to setting k(z) = 1 in
(5.1). The algorithm developed in ref. [382] can be seemingly applied to a deconvolution formula

accounting for a specific geometry and elastic scattering. Appropriate studies in this direction

would be highly desirable.

B. Elemental composition determination

The problem of elemental composition determination from AES/XPS intensities was, probably,
the major factor which greatly stimulated development of the quantitative analysis. Let us
consider for simplicity a homogeneous sample consisting of NV different elements with unknown
concentrations ¢ (kK = 1,2,...,N). It is also assumed that coherent effects are negligible and the
signal electron yield for a specific Auger or photoelectron line can be described by (1.2) except for
the bulk density M is replaced by the product ¢, M and the quantities affected by matrix effects,
such as the effective escape depth and the backscattering factor (in the case of AES) become
concentration dependent. Jablonski and Powell [387] showed recently that for CMA geometry,
commonly used in AES, or for the magic angle geometry in XPS, elastic collisions of electrons only
slightly affected the signal intensity. Based on this finding, they recommended to use the IMFP
instead of A in (1.2) when determining surface composition of a homogeneous sample. Thus, from

(1.1) and (1.2) we have for the integrated peak intensity I, associated with the kth element the
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expression

I ~ Y, = Y2 (M/M°)(B,/B2)(\:/AF)cy, (5.2)

where Y} is the yield of signal electrons leaving the target without being scattered inelastically, By
and AF are the backscattering factor (Bj = 1 in the case of XPS) and the IMFP signal electrons.
Superscript “0” refers to quantities for a pure element target comprising only atoms of the kth
type. The instrumental factors are omitted in (5.2) for sake of brevity. From (5.2) it follows
that all matrix effects are contained in the bulk density M, the backscattering factor By and
the effective escape depth A;. These quantities are supposed to depend on concentrations of all
elements present.

Note that influence of surface roughness has been ignored so far and the target surface is
supposed to be ideally flat. Physically, it means that a typical dimension b of surface roughness
features is small compared with the effective escape depth A,b <« A. Since the escape depth
A ~ A; and the inelastic mean free path is of order of few nm, the latter requirement is satisfied
for surfaces which are almost atomically flat. This assumption is not always fulfilled. On the
contrary, surface roughness may, in some cases, reduce a total signal intensity and affect the
angular distribution of electrons leaving a solid [1-10].

Bearing in mind the obvious condition

N
Yoa=1, (5.3)
k=1

determination of all concentrations implies measuring, at least, N — 1 different signal peaks
and subsequent solving a system of equations with respect to unknown concentrations. Below,
various procedures used in practical analysis to obtain actual values of concentrations c; are

briefly considered.

(i) Relative sensitivity factor approach. This is the simplest method based on the assump-
tion that matrix effects can be ignored and the measured intensity I is linearly proportional to

the concentration c¢;. Hence, instead of (5.2) one obtains
Iy = Fycy, (5.4)

where the proportionality coefficient, F , is called the sensitivity factor. The concentration of

the kth element is calculated from the formula

N -1
Cp = (Ik/Fk) [Z I,/Fz:| . (55)

i=1
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The concentration c, determined in this way depends on the ratio Fi/F; rather than on the
absolute value of F; , which explains the name of the method. To avoid misunderstanding, we
would like to emphasize that slightly different definitions of sensitivity factors are adopted in AES
and XPS. Thus, the elemental sensitivity factor in XPS represents an intensity of a peak relative
to a standard, usually, C 1s. In AES they use relative Auger sensitivity factors equal to “the ratio
of the Auger signal strength of a specified Auger transition from a single element to that from a
selected element ...” [19]. Eventually, in both cases, division of the integrated peak intensity by
an appropriate sensitivity factor provides the relative number of atoms detected.

There are tabulations of sensitivity factors [397]. Furthermore, manufacturers of XPS instru-
ments usually recommend a set of sensitivity factors for a given type of spectrometer. As a rule,
these factors are measured for elemental solids or selected compounds which, in principle, have
electron scattering properties different from those of a sample studied.

The main advantage of this method is its universality, since no assumptions about a surface
structure is needed to perform analysis, as soon as empirical quantities Fy are introduced. This
is especially important for samples with rough surfaces or, in the form of a powder, which prac-
tically excludes the use of standards (cf. Section 5B(ii)). Moreover, a surface may be covered
with contamination which cannot be removed by the usual methods (sputtering, heat treatment,
oxygen adsorption, etc.) without uncontrolled changes in the near surface region. Examples of
such samples are polymers, high T, superconductors and so on. In those cases, the sentivity factor
approach seems to be the only means of quantitative analysis.

There are. however, several objections regarding application of this technique. Since the ma-
trix effects are neglected it is difficult to assess in advance the accuracy of quantitative analysis
based on sensitivity factors. In addition, the relative sensitivity factors provided by a manufac-
turer correspond to a ceratin type of instruments so that their use in processing data collected by
a particular spectrometer may lead to considerable errors. Attempts to calculate relative sensitiv-
ities semi-empirically [398] or from first principles [399] lead to agreement between experimental

[400] and calculated values within a factor of 2 and 3 for most elements across the periodic table.

(ii) Method of standards. In this approach, no assumption is made about linear proportionality
between the concentration and the measured peak intensity. Instead of relative sensitivities, they
employ data (standards) on peak intensities from samples with known composition and properties,

obtained by means of the same instrument. Method of standards allows to eliminate the influence
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of instrumental factors associated with a specific set-up. Suppose, a pure element target is used

as a standard, then from (5.2) we find
ek = (Ie/ R)(M°IM)(BY/ B)(AL/ ). (5.6)

Thus, the concentration of the kth element in the near surface region can be calculated from rel-
ative peak intensities, I/ {f, after evaluating properly the ratios of the bulk densities, backscat-
tering factors and the effective escape depths [401]. To obtain the total composition N — 1
measurements and standards corresponding to the elements present in the sample are to be used.
This, together the normalization condition (5.3), provides a system of N equations with respect
to ¢k, which can be solved by an iterative procedure.

A standard sample may not be necessarily monoatomic but a complex solid with known surface
composition which is reasonably close to that of the target under investigation. Such a surface
may be obtained by fracturing a given compound or alloy in vacuum, or by scrapping several top
monolayers, to ensure the composition of a newly created surface to be almost identical to that
of tk-> bulk. However, applicability of such standards is limited to samples consisting of the same
elements.

Finally, we would like to mention an improved version of the relative sensitivity factor ap-
proach. Replacing the ratio (I,/I?) in (5.6) by the relative sensitivity factor Fj, we obtain
formally an expression for the concentration c; with matrix corrections in the framework of the
relative sensitivity factor formalism. One should keep in mind, however, that these corrections
can be meaningful only within a certain physical model which unavoidably poses restrictions on

surface conditions and thereby deprives the method of its universality.

(iii)) Matrix effect corrections. Presently, it is believed that the most reliable quantitative
information can be obtained by making use of standards. The method of standards, in turn,
stipulates that matrix effect corrections be properly made when processing peak intensity data.
The problem of matrix corrections has been considered by several researchers [402-403]. However,
unfortunately, it is far from being solved. There are three types of corrections, as follows from
(5.6), which involve knowledge about concentration dependence of the atomic bulk density M, the
backscattering factor B and the inelastic mean free path A;. The term matriz effect corrections
is used here for historical reasons. In effect, all the quantities entering the basic equation of
quantitative analysis (cf. (1.1)) are to be evaluated from first principles to process rigorously
experimental data. Such a procedure, however is not always possible.

There is no simple way to predict the value of the bulk density for a given combination of
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atomic fractions since the density is, generally, a phase dependent quantity and may be a compli-
cated function of the sample composition [406]. In routine AES/XPS analysis, two assumptions
are used to assess the bulk density of a complex target. The first of them implies that the volume
of an atom in an alloy or compound is the same as in a pure element target. Then the bulk
density is presented in the form .
N -
M= {Z(%‘/MJ’)} ) (5.7)
=1
where M; denotes the bulk density of a pure jth element target. An alternative way is to assume
that the number of atoms of element j in a unit volume of a sample is equal to the product of

the concentration ¢; and the bulk density in a pure state. This results in the expression
N
M= Z CJ'MJ'. (08)
i=t

Formulas (5.7) and (5.8) can be used for alloys and compounds consisting of elements which, being
in a pure state, form approximately the same phase as the studied sample. Thus, for instance,
(5.7) and (5.8) can be hardly applied to oxides.

The backscattering factor dependence on concentration can be evaluated by formulas pro-
posed in refs. [337,356,357,407]. Results of Zagorenko and Zaporozhchenko [408], who calculated
correction factors for 1953 binary systems, indicate that the ratio (Bi/Bf) is almost indepen-
dent of the choice of the formula for the quantity B [18]. Taking into account that a solution
of a kinetic equation in the transport approximation {¢f. Section 4C) provides the values of the
backscattering factor from first principles one can state that this issue is solved at least under the
assumptions discussed in Section 4C, i.e., for the overvoltage exceeding the threshold energy by
several ten percent.

The most important matrix correction is the inelastic mean free path A;. The IMFP is a
macroscopic quantity and, therefore, it cannot, generally, be presented as a linear combination
of concentrations in contrast to the transport mean free path (¢f. (4.15). Nonetheless, in view
of absence of any other expressions relating concentrations and the inelastic mean free path a
number of authors used to evaluate the IMFP value for a target of a complex composition via
the relationship [405,409] .

A= (% cJ/Az) . (5.9)
=1
X being the IMFP of signal electrons in a pure jth element. Physically, (5.9) means that the

macroscopic inelastic scattering cross section is equal to the corresponding cross sections for pure
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elements weighted with the relative atomic fractions. Again, it should be stressed that (5.9) is
not universal and cannot be applied to elements which in pure state form a gaseous phase.
Based on the results of recent studies of the influence of elastic scattering effect we would
recommend that, in the case of arbitrary XPS geometry, the quantity A;A,./A; + A;,) be used as
a measure of effective escape depth rather than the inelastic mean free path with an appropriate

correction for the anisotropy of photoemission [146].

(iv) Multiline analysis. It is well known that statistical accuracy of experimental results may
be considerably improved by increasing a number of measurements, or a number of quantities
measured which are used in determination of a certain physical parameter characterizing a system.
Usually, each elemental component of a sample may emit several Auger or photoelectron lines. If
we select one signal electron line for one element different combinations of peaks are possible. Each
combination of selected peaks, when being used in quantitative analysis, may provide somewhat
different surface composition of the target. A question arises whether it is possible to develop a
procedure which uses simultaneously all the peaks visible in spectra to increase the accuracy of
analysis. This problem was addressed by Hanke et al. [410], who proposed the so-called multiline
approach to process XPS data. Earlier, a similar method was applied by Jablonski et al. [411] to
Auger electron line intensities.

The main 1dea of multiline analysis is to determine an actual concentration value by mini-
mizing a certain function of experimentally obtained peak intensities. Suppose that atoms of the
kth element emit photoelectrons from m different shells (subshells) so that an experimentalist
measures m signal lines with intensities labelled I,‘: (7 = 1,2,...,m). ldeally, all these intensity
values after substitution into (5.2) would provide the same concentration of element k. However,
due to experimental uncertainties (5.2) is expected to be satisfied for each I only approximately.
By introducing the respective deviations, 5i, we rewrite the basic equation of quantitative analysis
in the form

§ = I — 1. (5.10)

where the coefficient 2] = D}y, so that the quantity D} contains the instrumental factors
D} = uTDA(do,n/dSY), (5.11)
while yx is concentration dependent, i.e.,

ye = FMMAcq. (5.12)
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It is assumed here, for simplicity, that photoelectron energies corresponding to signal lines 7 =
1,2,...,m do not differ too much from each other and attenuation of electrons may be described
by the same IMFP value.

The intensities of photoelectron lines may, however, differ noticeably in strength and, thereby,
are burdened with different statistical errors. The most reliable information is expected to be
derived from the most pronounced lines. To account for the accuracy of various photoelectron
lines Hanke et al. [410] proposed to use the weight factors G = I]. Minimizing the function

Ag = i(cﬁ&;’){ (5.13)
j=1
with respect to the coefficient y; one arrives at the expression

v = SO0 S0 R(DY (5.14)

j=1 =1

which can be used for evaluating the concentration ¢; from a set of experimental data (Ii, 7=
1,2,...,m). Hanke et al. [410] applied the multiline analysis to the sputtered Ag-Au-Cu ternary
alloy and were able to determine the surface composition with accuracy of about 1%.

The method can be generalized for overlayer/substrate structures as well as for essentially

different photoelectron energies to increase the number of peaks used for analysis.

(v) Reliability of quantitative analysis. In 1991, reliability of different procedures of quan-
titative XPS was estimated by performing a round robin analysis of the same set of samples in
19 laboratories [412]. Three samples of AuCu alloy with the bulk composition of 25, 50 and 75%
of gold were tested. Prior to the analysis, the sample surfaces had been cleaned by 2 keV Ar ion
bombardment until contamination signals disappeared. The photoelectron spectra excited by Al
Ke radiation were recorded in the vicinity of Cu 2ps; and Au 4f;/; peaks. The experimental
data were processed by the relative sensitivity factor approach and by the method of standards.
In the latter case three standards (two elemental and alloy) were used. It was found that the
alloy standard provided the most reliable information: the surface concentration of Au(Cu) was
determined with uncertainty of about 1.5% depending on the alloy composition. The uncertainty
of the surface composition evaluated with elemental standards was higher (1.7-2.4%) yet much
lower than that obtained by the relative sensitivity factor approach (9-10%).

Accuracy of the relative sensitivity factor method improved by introducing matrix effect cor-
rections and accounting for a spectrometer function. Ebel [409] applied this modified approach

to a series of binary and ternary alloys of Cu. Ag and Au and found that the average deviations
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of the surface compositions obtained from XPS data and by chemical analysis were within 2%.
This result is close to the accuracy typical for the method of standards.

Extensive studies of reliability of multiline analysis were performed by Jablonski et al. {413].
The method was tested in four laboratories equipped with different spectrometers. The studied
samples were AuCu alloys whose surface composition was expected to be close to that of the bulk.
Such an assumption is supported by the AES data recorded by Yoshihara et al. [414] and Zhe
and Tian-Sheng [415]. It was found that the average deviation between the bulk and the surface
concentrations were equal to 3.2%.

The multiline approach has been recently employed in quantitative analysis of high T, su-
perconducting surfaces [416], polyaniline samples doped with platinum and palladium [417] and
CoPd alloys [418].

C. Depth profiling

(i) Layer-by-layer analysis by sputtering. Combination of the sputtering technique (ion
etching) with AES/XPS is a commonly used method for studying variation of a sample chemical
composition with depth [12]. This method is destructive, since ion bombardment sputters the
target material away. The underlying structure revealed, in this way, is analysed either by AES or
XPS with respect to the elemental composition. Alternative cycles of sputtering and AES/XPS
scans are expected to provide a depth profile [12].

There are several important features of sputter depth profiling to be mentioned. Energetic
ions employed to remove upper layers penetrate the target causing displacements of host atoms
from their positions and generating cascades of recoils. Some of the displaced atoms can reach a
surface and escape from deeper depths than those knocked out directly from a first monolayer.
During ion bombardment a considerable number of defects are created in the sample. Those
defects not only migrate in the substrate but also may activate atomic diffusion processes in the
sample under investigation [419]. In addition to this, the slowing down ions may produce local
fields characterized by a composition-dependent chemical potential, thermal and electrostatic
gradients [419,420]. All these phenomena unavoidably affect and modify the depth profile to
be determined. The surface roughness and ion mixing which develop during erosion of the top
monolayers may influence both the depth resolution [421-423] and the intensities of Auger and
photoelectron lines [390-392]. In the case of crystalline solids, orientation of the incident beam

with respect to crystallographic directions is one of the important factors to be taken into account
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when interpreting experimental data.

The depth range in sputter depth profiling extends from few nm to several hundred nm with
the lower limit determined eventually by the depth resolution Az and with the upper limit put
by ion-bombardment-induced effects which accumulate with time. The depth resolution Az has
been subject of intensive studies [424-430] during the last decade. If the elemental composition is
analysed by means of AES/XPS then the depth resolution is ab initio limited by the attenuation
length of signal electrons. This limitation is imposed by the fact that a collected electron current
characterizes the average chemical composition of a top layer whose thickness is about A; rather
than that of the interface. Thus, we conclude that the best depth resolution is about Az ~ A,.
However, in practice this resolution is rarely achieved and some additional efforts are to be applied
to reach a Az-value of the order 3-5 nm. In particular, roughening of the etched surface and
broadening of the interface are noticeably reduced by applying the Zalar rotation of the sample
[421,427). An effective means to reduce ion mixing is to choose the incident ion energy and
glancing angle as low as possible [431-434].

Recently Menyhard et.al. [433] have demonstrated that diminishing the energy of bombarding
ions (Ar*) from 1.0 to 0.2 keV increases noticeably the quality of a recovered depth profile. To
study the influence of the ion energy the authors of ref. [433] used amorphous Ge-Si multilayer
structures of 2 and 3 nm layer thicknesses and the AES. Their results corresponding to a typical
measurement for the specimen 8 x [10 nm Si-15 x (2 nm Ge - 2 nm Si)] are presented in Fig. 35.
Here the peak-to-peak ratio of the Auger peaks of Si (92 €V) are shown versus depth of the
sample. The amplitude of Si oscillations is seen to decrease with increasing ion energy. On
the other hand, this amplitude was found to remain unchanged with prolonged sputtering at a
constant ion energy [435-437]. On these grounds, the ion bombardment induced damage was
suggested to be predominantly ion mixing [433).

Systematic studies of depth profiling by sputtering technique are carried out primarily on
model multilayer systems whose preparation implies thin film thickness measurements [420,426,438-
441). A thickness of a several ten nanometer layer can usually be measured with a certain tol-
erance, typically of about 5% [420]. This introduces an additional uncertainty into the obtained
depth profile and thereby affects the depth resolution of a method employing standards. Whereas
in the past model systems were, as a rule, metallic multilayers or single oxide overlayer on metal
substrates, recently Zalar et al. [420] reported on the preparation and development of new struc-
tures consisting of metal/oxide, oxide/oxide and metal/semiconductor multilayers. Figure 36

displays the depth profile of an electrically conductive Ni/Cr/Si multilayer system, obtained by
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rotational AES depth profiling, using 3 keV Ar ion beam at an angle of incidence 45°. The depth
resolution Az drastically increases at the interfaces metal/semiconductor (Ni/Si and Cr/Si). For

comparison, the depth resolution obtained for Ni/Cr/NiO/Cr;03 and NiO/Cr,O3 model samples
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Fig. 35. The Si peak-to-peak amplitude as a function of depth for the specimen: 8:[10 nm

Si-15:(2) Ge - 2 nm Si] (part of the measured depth profile). The angle of incidence of Ar ions
is 83° (after ref. [433]).
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Fig. 36. The depth profile of the Ni/Cr/Si multilayer obtained by AES and sputtering by 3
keV Ar ions incident at the angle 45° (after ref. [420])
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at grazing incidence angles is also shown in Fig. 37. It is seen that the depth resolution for
metal /metal interfaces is about 5.5 nm and by a factor of 2 less than that for metal/silicon inter-
face. Among possible explanations of this phenomenon the authors of ref. [420] mention different
natural widths of the interfaces originating from the deposition process, secondary topography

and formation of silicides during ion bombardment.
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Fig. 37. The depth resolution as a function of sputter depth for three model multilayer
structures (Ar jon energy E and angle of incidence 6 are indicated in parentheses): filled circles -
NiO/Chromium oxide, (1 keV, 81°); open triangles ~ Ni/Cr/NiO/Chromium oxide, (1 keV, 61°);
open circles ~ Ni/Cr/Si (3 keV, 45°) (after ref. %420])

One of the prospective reference materials for depth profiling is AlAs/GaAs superlattice [434].
This superlattice is characterized by atomically flat and abrupt interfaces. Kajiwara and Shimizu
[434] reported on a round-robin test of depth profiling an AlAs/GaAs sample by means of AES,
XPS and SIMS techniques. The recovered depth profiles are shown in Fig. 38. The depth resolution
obtained by AES and SIMS is almost independent of depth. In contrast to this, in most XPS depth
profiles, the depth resolution deteriorates with sputter time, except for experiments employing
a sample rotation. As pointed out by the authors of ref. [434] the reason may be the relatively
large ratio of the XPS probe diameter to the ion raster scanned width (0.15). The corresponding
quantity in the case of AES is rather small (0.003) since the probe diameter of AES (~ 3um)
is almost two orders of magnitude less that that of XPS (300 um). Therefore, crater edges may

lead to worsening an XPS resolution considerably [434]. The depth resolution in AES was found
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to become better when using grazing ion incidence angles and to be slightly correlated with the

ion kinetic energy.
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Fig. 38. Depth profiles of an AlAs/GaAs superlattice obtained with the highest depth
resolution by (a) AES, (b) XPS and (c) SIMS (after ref. [434]).

(ii) Nondestructive depth profile reconstruction. The idea of making use AES/XPS data
for nondestructive depth profiling has been attracting attention from researchers for a long time
[442-468]. Rapid energy attenuation of signal Auger and photoelectrons presumes a posibility
of studying composition variation with depth in layers of thicknesses of a few nm. The sputter-
ing technique that produces good results for depths ranging from 5 to 500 nm in the case top
monolayers turns out to be ineffective for very shallow structures due to da.mages introduced by
ion bombardment. Until now in the majority of papers devoted to nondestructive reconstraction
of a composition depth profile, the angle-resolved modes of AES/XPS (ARAES and ARXPS)
have been employved [469]. In angle-resolved experiments, signal electrons of a specific energy are

collected at different emission angles. The angular dependence of a recorded intensity is then
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analyzed to extract quantitative information about the unknown depth profile. In this approach,
a part of the energy spectrum accompanying the characteristic peak is not used and therein con-
tained information eventually is lost for analysis. Meanwhile, as was first pointed out by Tougaard
[277] the inelastic background depends on the depth profile and thereby represents an additional
means for investigation of the sample composition [277,381]. Below we start with the general for-
mulation of the reconstruction problem and then consider methods of obtaining solution profiles
from experimental data, by presenting some examples.

In the case of an inhomogeneous sample with an arbitrary depth profile, the differential pho-
toelectron yield is given by the expression

Y(Q,E) = /°° dz c(2) /Ow dEofM Q0 S(Eo, 2)8(z, 2, E | Qo, Eo), (5.15)

0

¢(z) being the concentration depth profile, S(§2, E) is the initial angular and energy distribution of
signal photoelectrons released in a unit volume of the sample per unit time and ®(z,Q, £ | o, Eo)
is a usual depth distribution function describing the probability for an electron generated at the
depth z with the energy E, and moving initially in the direction £y to escape from the target
in the direction Q) with the kinetic energy E. In the adopted normalization of the DDF, the
differential yield Y is proportional to a certain number of electrons escaping from a unit area
of the surface. Introducing the probability P(z,€, E) for an electron created at the depth z to
escape from a solid with a specific energy and momentum, one can rewrite (5.15) in the form of
a single integral, namely,

Y(Q,E) = /O " dze(2)P(z, 0, E), (5.16)

where the function P(z,, E) is equal to a double convolution with respect to the initial energy
and direction of motion. Since values of the quantity Y are readily available from experimental
measurements the basic question to be addressed is how it is possible to deconvolute expression
(5.16) in order to find the depth profile ¢(z). To answer this question it is necessary to specify the
properties of the escape probability P(z,, F). The choice of the function P eventually depends
on a model used to describe electron-solid interaction.

From the previous section, we have seen that the escape probability is affected by both elastic
and inelastic scattering of electrons on their way out of the target. Beside that the anisotropy
of photoemission may influence noticeably the electron escape process. Although it was realized
long ago that all these effects were to be taken into account when solving numerically equation
of type (5.16), a rather simplistic version of the function P(z,Q, F) has been used in practical

depth profiling until recently [469]. In particular, elastic scattering was completely ignored and



304 I. S. Tilinin et a/.

the anisotropy of photoemission was believed to be of no importance. The escape probability of
electrons contributed to the characteristic peak was assumed to obey an exponential law with the
decay rate determined by the product of the inelastic mean free path and the cosine of the emission
polar angle. Under this condition no azimuthal angle dependence of the recorded signal was
expected. Without losing generality, we write, within this model, P(z,8, E) ~ Sexp(—z/Acos a),
where S is the total number of characteristic electrons emitted in all directions in a unit volume

per unit time. Then (5.16) effectively reduces to a Laplace transform equation type [446]:
Y(p) = (S/4r) /w dz cz) exp(—pz), p=1/Xicosc. (5.17)
0

If the function Y(p) were known analytically in a continuous interval of p-values, finding the
depth profile would not represent any difficulty [470]. However, in an experimental situation, the
best one can hope for is a finite set of values of the function Y (p) measured for some take-off
angles. Topologically, such a set of values in the complex p-plane contains too little information
to obtain a unique solution to (5.17). In addition, one may expect the Y-values found in this way
to deviate from the true ones due to uncertainties intrinsic to any experiment. For example, the
integrand in (5.17) depends on a specific value of «, while experimentally measured intensity is
unavoidably averaged over a small, yet finite, half-cone acceptance angle. Therefore, the quantity
Y is actually a certain mean value in the vicinity of a. As a result, a broad class of numerical
solutions formally satisfies (5.17) [471-473] and a researcher faces a difficult, and at first sight
hopeless. problem of choosing an appropriate depth profile.

One of the ways to overcome these difficulties is to increase a number of different take-off
angles NV and a signal-to-noise ratio ¢. However, for N > 10 the precision of peak intensity
measurements is expected to be limited by systematic errors rather than counting statistics [469)].
In addition, the maximum achievable signal-to-noise ratio in commercially available AES/XPS
set ups does not exceed, as a rule, 2 - 10> [469]. In this connection, the question arises how
large the relative error §, = Ac/c in determination of the concentration value may be and what
the depth resolution Az of the method is. Intuitively it is clear that both of these quantities
are interrelated: the larger the relative depth resolution é§, = Az/z is the more precisely the
concentration depth profile can be measured and vice versa [474]. Studying this problem on the
basis of eigenvalues of the Laplace transform operator Cumpson [469] has come to conclusion
that for é. = 0.5 (this seems to be the highest signal-to-noise ratio of the recovered depth profile,
which is still acceptable from a practical point of view) the relative depth resolution is about

unity, 8, ~ 1, as the quantity ¢ ranges from 20 to 200. In the limiting case of high signal-to-noise
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ratio, ¢ 3> 1, his result (formula (14) of ref. [469]) may be simplified to the compact expression
§, = 7’ [In(27¢*)]7!, ¢ > 1 (5.18)

from which it follows that the depth resolution increases very slowly with augmenting the signal-
to-noise ratio 4. Thus, even for ¢ = 10% the quantity §, ~ 0.5. It is interesting that estimate (5.18)
is in good quantitative agreement with results of Yih and Ratner [448] (¢f. Fig. 39), obtained for

three emission angles.
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Fig. 39. Comparison of the angle-resolved XPS limit on the depth resolution Eredicted by
Eq. (14) of ref. [469] (dashed line) with the results found by Yih and Ratner’s “method B” [448]
(filed circles). The data for three emission angles are used (the largest number for which the
“method B” is still stable) (after ref. [469]).

The gloomy prediction of (5.18) does not mean that a successful restoration of the composi-
tion depth profile is not possible. On the contrary, a number of recent papers report on quite
satisfactory solutions of the inverse problem. This is achieved, however, at the expense of making
use of a priori assumptions about the shape of the depth profile. At present there are two ma-
jor methods employed in literature: discretization and regularization [469]. In the discretization
scheme the profile is approximated either by piecewise linear curve or by a finite number of step
depletions/accretions [445,446,448]. A further strategy is to minimize the difference between the
experimental data set and the calculated yields for different emission angles ; (j = 1,2,...).
Usually, a suitable solution is possible if the transform is performed in the forward direction
rather than in the reverse one [446,460]. Bussing and Holloway [446] demonstrated that layer-

wise solution was capable of matching a simulated intensity to an agreement greater than 99.5%
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in a relatively short running time, recovering nonmonotonic profiles without presupposition of
such a behaviour. Tyler, Castner and Ratner [450], who performed a relative comparison of the
discretization and regularization methods, found that the discretization scheme became unstable
with increasing the number of data points. A more general regularization approach involves the
method of Tikhonov [471,472] or the Mazimum Entropy technique [475,476]. In both cases, a

solution is obtained by minimizing the quantity
C=x*+a’l, (5.19)

where x is a statistical misfit between the measured experimental and calculated theoretical data,
being equal to the sum of the squared residuals weighted by their variances [469]

X =2 (T - v o (5.20)

%

In (5.19), e is the regularization parameter and U represents the measure of unsmoothness.
The values of the parameter o* can be determined either empirically for certain classes of the
depth profile [468] or obtained from a Bayesian statistical analysis of the data [477]. From the
Bayesian analysis it follows, in particular, that the data themselves determine a certain probability
distribution of a-values. Moreover, these distributions are characterized by a sharply peaked
maxima. The most probable value of the parameter a can be then used to solve (5.20) [459].
The existence of an optimum a-value is prompted by the fact that, generally, larger values of
the regularization parameter tend to stabilize a solution, while smaller ones are necessary not to
smooth out real features of the depth profile [9,467].

In the method of Tikhonov, the usual choice is U = [[c(z)]°dz, while within the Maximum
Entropy approach the quantity U is proportional to the entropy, so that the unsmoothness might
be U = [¢(z)In[c(z)]dz. In the latter case, minimizing (5.19) is sometimes interpreted as rea-
sonably fitting the measured data and using the minimum information to do so, or, in other
words, the maximum information which yields artifact-free reconstructions [466]. Another point

“

of view is that Maximum Entropy is “...neither more nor less than one usefully nonlinear version
of the general regularization scheme...” [240,469]. To illustrate applications of the regularization
method we present few examples published recently.

Tyler et al. [450] restored successfully the depth profile of a polyurethane film deposited on
a gold substrate. The obtained depth profile is shown in Fig. 40 and indicates that the film

thickness is about 60 A. The composition of the sample varies little in the near surface region,

at depths less than 10 A. In particular, the authors of ref. [9] found that for z = 10 A the film
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composition was: 76.5% C, 14.5% O and 9.0% N. These data are in agreement with the expected
relative concentrations of carbon, (75%), oxygen (16.5%) and nitrogen (8.5%), resulting from the
stochiometry of polyurethane.

In Fig. 41, the depth profiles of oxygen, carbon and iridium atoms in CO/Ir(111) system
recovered by Cherkashinin [467] are shown as functions of depth in units of IMFP. He used
the Tikhonov regulerization method and experimental data for intensity ratios Icy/Irras and
I01s/ 145 measured in ref. [40] at 8 different emission angles ranging from 20 to 82.5 degrees.
Note that in the scheme of Cherkashinin the variation of the IMFP with depth is accounted for
by the semiempirical formula of Sekine et al. [407] and simple exponentially decaying escape
probability is used. The IMFPs for pure carbon and iridium were taken from ref. [171], while
that for oxygen was calculated by the empirical formula of Seah and Dench [206]. Obviously, the

inelastic scattering description in the model of Cherkashinin leaves much to be criticized.
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Fig. 40. The depth grqﬁle of a polyurethane foil on a gold substrate recovered by the
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450].
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For example, a system consisting of a substrate and a monolayer of adsorbed molecules is to be
characterized by a macroscopic inelastic cross section calculated on the basis of a specific near
surface electronic structure rather than by making use of IMFPs for pure elements. However, due
to weak variation of the IMFP with concentration and atomic serial numbers the numerical values
of A; used in ref. [467] represent a reasonable assessment. From Fig. 41 and values of IMFPs, it

follows that oxygen atoms are located at the surface while carbon atoms form a layer in between
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Fig. 41. The depth profile recovered by the regularization method for CO/Ir(111) system:
filled circles - Ir, open circles — O, open triangles — C [26].
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Fig. 42. Schematic representation of CO molecules adsorbed on a surface of Yr substrate.
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Fig. 43. Energy spectra for the three model multilayer systems at different polar emission
angles, calculated analytically within the transport approximation (after ref. [466]3)

the substrate (Ir) and the the first monolayer dominated by oxygen. This is in satisfactory
agreement with the mode] of carbon-oxide absorption (cf. Fig. 42). The saturation coefficient of
CO molecules (0.50 - 0.55) and the thickness of the CO layer (2.67 A) were found to agree well
with data published previously [479] and the sum of the covalent radii of O and C.

The first attempt to use a more realistic model for the function P(z,(, E) and the energy-

resolved AES/XPS in nodestructive depth profiling was made in ref. [466]. Instead of assuming
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an exponentially decaying escape probability the quantity P was calculated analytically from
solution of the kinetic equation and a part of a model energy spectrum in the near-peak region
with about 90 data points was used in the Maximum Entropy reconstruction procedure. In the
first series of calculations, the energy spectrum was evaluated analytically for two element samples
and three model depth profiles shown in Fig. 43. The scattering properties of the samples were

assumed to be independent of depth and correspond to 1 keV electrons in a gold target.
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Fig. 44. Depth profiles reconstructed by the Maximum Entropy regularization procedure
based on the data shown in Fig. 43 (after ref. [466]).
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The elastic scattering was accounted for in the transport approximation. The transport mean
free path was calculated from Tilinin’s formula [479], while the total IMFP and the differential
inverse IMPF were evaluated by expressions of Tanuma and coworkers [171] and of Tougaard
[277], respectively. To obtain a unique solution to (5.16) without resorting to sensitivity factor
values energy spectra were calculated for two emission angles. Note that in this procedure the
depth profile and the intrinsic energy spectrum were recovered simultaneously. Making use of the
prior knowledge about the substrate composition allows to perform satisfactory reconstruction for
all considered cases. The results are shown in Fig. 44. The worst case represents the sample with
an intermediate layer of 50% of element A and 50% of element B. However even in this situation
the recovered profile provides all essential features.

In the second run of calculations, the spectra were simulated by the MC code employing
a realistic differential elastic scattering cross section evaluated by the partial wave expansion
method and the differential inverse IMFP derived from linear response theory. The MC results
containing ab initio a certain amount of noise due to their statistical nature were used as data
of “a numerical experiment” and then were processed by the Maximum Entropy technique with
the escape probability derived analytically. The recovered depth profiles showed the interfaces
between overlayers and substrates smoother as compared to those obtained by processing the
analytically simulated response. The reason for this may be a certain amount of noise contained in
MC data. Nonetheless, the major characteristics of sample compositions are quite well reproduced
[466).

It is worth noting that Seelmann-Eggelbert and Keller [480] tried to account for elastic scat-
tering effect by a simple rescaling of the attenuation length and the depth profile, assuming the
validity of the modified Beer~Lambert law. These authors admitted, however, that no rigid proof
of such a statement exists. Meanwhile, it can be shown directly by solving the boundary value
problem that escape probability as a function of depth of origin is much more complicated and
may be even nonmonotonic for s- photoelectrons [207]. Therefore, in general, no rescaling of this
type to describe the influence cf elastic collisions is possible.

In conclusion, we emphasize that regularization methods allow usually to reconstruct composi-
tion depth profiles of an arbitrary shape for the signal-to-noise ratio larger than 5-10 [469]. They
do not impose any restrictions on the number of components in a sample and may be especially
effective when employing not only the angular but also the energy dependence of the Auger or

photoelectron line intensity.
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D. Synchrotron radiation in XPS analysis.

Rapid development of synchrotron radiation facilities opens new areas for XPS applications.
For instance, during 1993, three sources of soft x-rays (ALS - Berkeley, ELETTRA - Trieste and
SRRC - Taiwan) have been put in operation [481]. There are a number of properties of synchrotron
radiation which makes it more and more attractive in surface analysis. Those include: (1) high
spectral brilliance, ¢.e., amount of photons per unit solid angle and source area; (2) continuous
energy spectrum; (3) high degrees of polarization of photons in the electron orbit plane; (4)
possibilities for a photon beam to be collimated in the vertical direction or focused into a small
spot (482]. As a result, synchrotron-radiation based XPS, in addition to traditional advantages
such as multi-elemental detection capability and non-destructiveness, is characterized by much
shorter analysis times and better spatial resolution. In this section, we consider two relatively
new XPS techniques involving synchrotron radiation: x-ray photoemission spectromicroscopy and

x-ray- standing-wave induced photoemission.

(i) X-ray photoemission spectromicroscopy has become possible due to a huge gain in
brightness of the third generation of light sources (with respect to the second generation sources
the brightness increased by four orders of magnitude [483]). Ade et al. [484] reported on the
development of the scanning photoelectron microscope (X1-SPEM) at beam line X1A at the Na-
tional Synchrotron Light Source (Brookhaven National Laboratory). The imaging characteristic
of X1-SPEM is determined by the size and profile of the zone-plate-produced microprobe. The
probe beam scans a sample mechanically. Simultaneously, a sample current and an intensity into
a selected electron kinetic energy window are recorded. In addition the energy window of the
cylindrical mirror analyser is canned to acquire a photoelectron energy spectrum [484,485]. Elim-
ination of astigmatism introduced by the beam line transport optics allowed to achieve a lateral
resolution approaching 0.1 mm. In usual XPS techniques, a recorded intensity represents a signal
averaged over sample areas of the order of 1 mm®. Hence, the lateral resolution of X1-SPEM is
almost by four orders of magnitude higher than that of traditional XPS. By means of X1-SPEM,
they acquire typically two images: a total electron yield recorded via the sample current and an
image with the CMA tuned to a particular kinetic energy of signal electrons (these are Auger
electrons or photoelectrons excited by incident photons) [484]. The energy resolution of this
microscope is better than 1 eV.

The upgraded version of the scanning photoemission microscope MAXIMUM (multiple-appli-

cation x-ray imaging undulator microscope) possesses the same lateral resolution (0.1 pm) as
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X1-SPEM and a little bit better energy resolution which is about 0.4 eV [486]. In MAXIMUM,
radiation emitted by the Stanford-Berkeley undulator is filtered with a monochromator and then
focused onto a sample. A number of different spectroscopic techniques may be performed on a
small area: absorption, reflection and desorption. A target can be scanned when measuring a
photoemission signal at a fixed photon energy, corresponding to photoelectrons emitted from a
specific core level [486]. Maximum was successfully employed in the materials and life sciences.
In particular it was used to detect elements in a neuron cell membrane [486].

The major limitation in further improvement of lateral resolution of existing scanning pho-
toemeission microscopes is brightness of syncrotron radiation sources. It is expected that the
brightness will be increased additionally by 2-3 orders of magnitude. Thus the prospective lat-

eral resolution will be about 0.1-1.0 nm which is the ultimate (diffraction) limit of this quantity.

(ii) X-ray standing wave induced photoemission. Although the birth of the x-ray standing
wave (XSW) technique dates back to 1964 [487,488] the method has emerged only recently as a
powerful tool for determination of chemical composition and structure of surfaces. Two major
developments contributed to this: application of synchrotron radiation which made measuring
times reasonably short and ultra-high-vacuum set-ups allowing to perform studies with XSW
in-situ [488]. The basic idea of the method is to shift the standing wave field with respect to
reflecting planes of the near surface region by scanning in angle or energy through the interval
where reflectivity reaches its maximum associated with the Bragg condition. This field induces
photoionization which manifests itself through Auger electron and photoelectron emission as
well as fluorescence yield. Recording the photoionization rate as a function of the standing wave
position makes possible to identify atoms relative to the diffracting plane [489]. Diffracting planes
can be not only atomic monolayers but also layered synthetic microstructures with periods ranging
from 2 to 20 nm [490]. The latter represent depth-periodic systems consisting of alternating layers
of low and high electron density materials (for instance, Si/W or C/Pt) [490,491]. It should be
emphasized that in crystalline targets the period of a standing wave is about the interatomic
distance whereas in layered microstructures this quantity is determined by the period of a system
of layers.

The standing wave generated in a sample extends well above its surface. Therefore, the tech-
nique can be used to locate adsorbates on crystalline surfaces. Correspondingly, a thin overlayer

deposited on a layered synthetic microstructure can be studied by a standing wave with a period
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exceeding greatly interatomic spacing.
An x-ray standing wave can be generated by interference of two coherent travelling waves. In
practice, they employ either diffraction from a periodic structure, or a total reflection phenomenon.

The intensity in the standing wave is described by the expression [488]
I=1+4+R+2VRcos(v—q-r), (5.21)

where R is the reflectivity (or the ratio of the amplitudes squared of the incident and reflected
waves), v is the phase shift between the two waves and q = ko — k. represents the difference
of the wave vectors of the incident and reflected waves. The reflectivity R is a function of the
complex, lattice periodic susceptibility x, the reflection and the Bragg angles, © and ©g. The
most important feature of the reflectivity is that R differs essentially from zero only in narrow
intervals of the reflection angle and incident photon energy variation in the vicinity of the Bragg

condition. Typically, the FWHM of a symmetrical Bragg reflection is about [492-494]
w ~ roA?/d%. (5.22)

where r, = e?/mc? is the classical electron radius, A is the x-ray wave length and d is the
interatomic spacing. From (5.22), it follows that for x-rays in the keV energy range the reflectivity
is about unity in a narrow cone with the half-cone angle A© =| © — Op | being about several ten
prad. The respective energy variation is of the order of a fraction of eV.

As is seen from (5.21), the intensity is spatially modulated. As a result, there are minima and
maxima of intensity or nodes and antinodes lying on the planes so that the vector q is normal to
the wavefield planes [488]. Since the photoelectron absorption probability is directly proportional
to the intensity /, the photoelectron yield Y is also modulated. However, to find the quantity Y
one should sum over all yields of particular atoms and average the result obtained over thermal
displacements of nuclei from their equilibrium positions. After doing this, one arrives at the
expression [488]

Y/Yy =14 R+2VRf cos(v — 27 P), (5.23)

Where Y} is the emission vield away from the Bragg reflection, f is the so-called coherent fraction
and P is the coherent position. The origin of these terms can be easily understood from comparison
of (5.21) and (5.22). Physically, the coherent position is a measure of the atom layer average
position modulo the interatomic spacing (or, the period of a layered microstructure), while the

coherent fraction represents a measure of the width of the atom layer [490].
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Recently, Shi et al. [495] and Heskett et al.[496] performed investigations of absorption sites of
Rb atoms on the Cu(111) surface and Rb coverage dependence of structure and degree of ordering
of Rb/Cu(111) system XSW technique. A beam of x-rays was incident normal to the surface in
the (111) refeclection case and at the angle 70.53° with respect to the normal for (111) reflection.
The amplitude variation and the phase shift of the standing wave were monitored by Cu LMM

Auger electron yield and Rb 2pg/; photoemission peak at 920 eV and at 1170 eV kinetic energies,
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Fig. 45. Photon energy dependence of the reflectivity (open circles), Rb 2p photoelectron
line intensity (filled circles) and Cu LMM Auger electron yield (filled triangles) for the (111)
reflection plane of the Rb/Cu(111) target [496].

respectively. Typical energy distributions in the near Bragg reflection region are presented in
Fig. 45. The maximum of reflectivity (open circles) is placed exactly at the zero relative energy
which corresponds to the 2.9745 kev peak of the reflectivity rocking curve. Meanwhile, the
photoelectron yield (filled circles) reaches its maximum at the relative energy of —0.2 eV. The
Auger electron yield (filled triangles). on the contrary, has a maximum at +0.5 eV relative to the
zero point. These results can be understood qualitatively by noting that a measurement of Cu
LMM Auger electrons with the IMFP of about 1 nm is expected to provide information about
copper bulk lattice positions (the interatomic spacing in the case considered is d = 0.21 nm). The
high energy side of the Bragg peak in Fig. 45 corresponds to the standing wave field maximum
intensity being on the diffracting planes. Comparison with calculations of the Cu LMM intensity

profile shows that the coherent fraction and coherent position of the copper atoms are 0.93 and
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0.02, respectively. That is consistent with the well ordered Cu(111) system. Note, that a zero
coherent fraction (f = 0) would correspond to atoms randomly distributed with respect to the
diffraction plane. The Auger electron (or the photoelectron) yield, in this case, would repeat the
energy dependence of the reflectivity since the last term in (5.23) vanishes. If the photon energy
is set on the low energy side of the Bragg peak the maxima of the standing wave intensity are
shifted towards the positions in midway between the diffracting planes. The copper atoms are,
thus, in a shadow and the Auger electron signal from Cu atoms is decreased. The maximum in
the Rb 2p3/; photoelectron intensity in the low energy side indicates that Rb atoms are (1) well
ordered in the [111] direction and (2) shifted away from the plane (111). Estimates show that Rb
atoms are indeed positioned at 0.08 nm above the Cu(111) lattice plane (the coherent position is
0.39) yet are rather well ordered in the direction perpendicular to the plane (111) (the coherent
fraction is 0.71) [496].

A low coherent fraction of Rb atoms obtained in the (111) geometry [16] may be interpreted
as a loss of ordering in the direction parallel to the Cu(111) plane. Such a loss of ordering was also
observed by other researchers for several alkali/metal structures, who employed SEXAFS [497]
and LEED [498] methods. On the other hand, Fasel et al. [499] analysing x-ray photoelectron
diffraction patterns from the room temperature Na/Al(111) samples came to conclusion that
apart from the (v/3 x v/3)R30°~Na/Al(111) structure with the Na atoms adsorbed well above the
Al(111) plane there exists also a strongly intermixed system - p(2x2)-Na/Al(111). In the latter
case, the Na coverage is 0.5 ML so that a unit cell contains two Na atoms. Every fourth surface
Al atom is replaced by a Na atom. Such a substitution results in a p(2x2) superstructure. The
remaining Na and Al atoms are to be placed in the fcc and hep adsorption sites of the fee(111)
surface, respectively, to fit the experimentally observed focusing peak intensities at polar angles

68.5° and 79.5° [449].

E. Auger photoelectron coincidence spectroscopy

Both Auger and photoelectron energy distributions in the vicinity of characteristic peaks
exhibit a complicated structure owing to contributions of shake-up/shake-off effects and extrinsic
plasmon energy losses. Especially difficult to analyze are the spectra with well overlapped lines
such as, for instance, Auger peaks of transitional elements (Fe, Hi, Co, Cu and others). Changes
in the chemical composition and structure of a sample can further alter the shape of recorded

spectra [500-502]. One of the effective means to simplify signal electron spectra is to apply a
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coincidence technique which provides additional information about a scattering event. Generally,
coincidence spectroscopy implies detection of two or more particles which have been emitted
within a sufficiently short period of time, so that these particles are expected to arise from the
same event [503]. Auger photoelectron coincidence spectroscopy (APECS) [504-506] represents
a successful example of the coincidence method as applied to surface analysis. The basic idea
of APECS is to measure x-ray excited Auger electron spectrum in coincidence with the ejected
photoelectron. The method was developed more than a decade ago by Haak et al. [504,503]. In
this technique, two energy analyzers are focused on a sample irradiated by x-rays so that one
detector is set on a maximum of a photoelectron peak, while the other scans the respective Auger
electron spectrum. By applying the coincidence method to NiCu alloy Haak et al. [507] effectively
separated the Cu component in the Auger peak of the sample.

There are two opportunities to excite Auger electrons by x-rays. The usual way is to use the
standard x-ray sources in commercially available XPS set ups as it was done originally by Haak et
al. [504,503] and later by Thurgate et al. [502,507-510]. The other option is to employ synchrotron
radiation which permits easy variation of photon energy and offers a clear advantage in terms of
intensity {503,511-515]. However, in the latter case, the photon energy is, as a rule, less or about
several hundred eV. Due to a small probability for the Auger and photoelectrons originating from
the same core-shell excitation to enter detector windows simultaneously, acquiring statistically
significant results needs considerable collection times (several weeks for standard x-ray sources
and several days, in the case, of synchrotron radiation [503,513]). As a result, special requirements
are put on the experimental equipment in terms of long stability [503]. This is probably the major
disadvantage of APECS and the reason why this technique has not been so widely used up till
now. On the other hand, APECS offers a unique opportunity to investigate different processes
affecting an Auger electron line shape since only those parts of the Auger electron spectrum are
displayed, which result from a particular ionization event {510].

To distinguish the distributions obtained in coincidence experiments from those found by sum-
ming all points in the time-to-amplitude spectra, irrespective to the time interval between the
counts of Auger and photoelectron channels, they use terms coincidence and singles spectra, cor-
respondingly [503,516]. When an Auger electron is collected in coincidence with a photoelectron
the intensity of a coincidence spectrum is determined by a product of respective escape probabil-
ities of signal electrons. This results in reducing the effective escape depth of the Auger electron

whose effective mean free path becomes equal to [502]

Aers = APA /O 4 07Y), (5.24)
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where A\# and AP* are the inelastic mean free paths of the Auger and photoelectrons, correspond-
ingly. If the energies of the signal electrons do not differ too much from each other then their
mean free paths are of the same order of magnitude, A# ~ AP%. Since the surface sensitivity is
inverse proportional to the IMFP, the surface sensitivity of APECS is typically a factor of 2 higher
than that of conventional AES. In this respect the situation is similar to that in Auger electron
appearance potential spectroscopy [517] where the effective escape depth is determined by the
inelastic mean free paths of the both Auger and primary electrons. To illustrate the influence of
the enhanced surface sensitivity on the signal spectra and to analyse other features of APECS in
more detail, we consider a recent example of application of the coincidence technique to studies
of the Ga LysMysMas Auger line of Ga As [516].
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Fig. 46. The Ly3sM4sMys Auger line of Ga (GaAs) in coincidence with the 2p3/; (filled circles)
and 2p;/; (open circles) photoelectrons. The solid line represents the singles spectrum from the
2ps/2 data. The expected positions of bulk (16.3 €V) and surface (11.5 eV) plasmons below the
main L3MysMys and LyMysMys peaks are shown by arrows [516].

Figure 46 shows the singles and the coincidence spectra of the Ga LysMysMys Auger line
recorded by Thurgate et al. [516]. The spectra obtained in coincidence with 2ps/; (filled circles)
and 2py, (open circles) photoelectrons are scaled to the same height as the singles spectrum. The
displayed coincidence spectra represent the three Gaussian fits to the experimental data-points.
The singles spectrum (solid curve) has a large satellite at the energy loss of about 16.3 eV, which is
presumably associated with bulk plasmon excitation [518-520]. Contrary to this, the coincidence

spectra do not exhibit any noticeable peaks at 16.3-eV energy losses. On the other hand, the
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coincidence Auger spectra show at least two smaller satellites at multiples of 11.5 eV below the
main peak [516]. Analysing the positions of the atomic terms in the Ga DOS [521] and comparing
the behaviour of the singles and coincidence spectra in the region of the main peaks Thurgate et
al. [516] came to the conclusion that multiple hole DOS processes do not contribute to the low
energy part of the spectra. They found that the satellites in the LsMysMys (filled circles) spectrum
were not due to any transitions associated with a Coster-Kronig process. Clear evidence that
the 16.3-eV satellite in the 2p3/, photoelectron spectrum is not due to a shake-up/off effect is
provided by absence of any coincidence when fixing the photoelectron analyser at 16.3 eV below
the main peak in the 2p;, photoelectron spectrum (not shown) and scanning the LiMgsMys
Auger line. Additional scanning of the 2p3/; phoelectron energy spectrum in coincidence with
the satellite (16.3 eV} on the lower energy side of the Ga L3MysMys Auger peak showed that this
Auger satellite had no preferable origin in the photoelectron spectrum [516]. Thus, the smaller
peak at the 16.3 eV energy loss in the singles spectrum can be attributed to extrinsic processes
i.e., excitation of the bulk plasmon. The frequency of the surface plasmon is w, = w/v/2, where
fiw is the bulk plasmon energy. In the case considered, the surface plasmon energy is about 11.5
eV. Therefore, the satellites in the coincidence spectra are most probably associated with surface
excitations. Comparing the singles and the coincidence energy distributions from Fig. 46 one
can easily see that bulk plasmon excitation is much more weakly pronounced in the coincidence
spectra. Such a result is in full agreement with the enhanced surface sensitivity of APECS. The
ability of APECS to suppress bulk excitations was also demonstrated by Jensen et al. [513] for
the Al(111) 2p photoelectron spectrum, taken at 200 eV photon energy in coincidence with the
L23VV Auger line (fixed analyser at 69 eV). On the basis of qualitative assessments, the authors
of ref. [515] found that the bulk-plasmon-loss region in the coincidence spectrum is suppressed
by about 40% with respect to the singles one. However, a more accurate quantitative analysis
is needed to describe relative contributions of intrinsic and extrinsic processes to the coincidence
energy distributions in the near peak region. In effect, taking into account the results of multiple
scattering theory (cf. Section 3) one can state that the bulk plasmon excitation can be either
suppressed or enhanced in APECS spectra, depending on the XPS geometry.

In contrast to a GaAs sample the structure of the Ly3VV Auger peaks of Ni, Co and Cu is
strongly influenced by Coster-Kronig transitions [507-509]. For example, the peak-to-peak ratio
for the L3VV and L,VV Auger lines in Co is 7.4 and, therefore, is in seeming disagreement with
the relative multiplicity of 2p3/, and 2p,/, states [503,509]. Decomposing the L;VV peak into
the sum of the LyVV (2ps/2) and the L,L3V-L3VV (2py/,) lines (the latter process involves the
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Coster-Kronig transition between the L, and Lz subshells with a intermediate vacancy in the L
subshell, decaying later on through the L3VV Auger emission) provides an explanation. Indeed,
the ratio of intensities of the LsVV (2p3/2) line to the overall intensity of the LyL;V-LsVV (2p1//2)
and L,VV (2py;) peaks is 2:1 as expected [503].

The APECS measurements of N;VV Auger spectra from the outermost surface layer of Ta(100)
and from the bulk Ta(100) lead to a discovery of the existence of a surface-to-bulk interatomic
Auger decay mechanism [513]. In this new channel of Auger decay the 4f hole of the surface Ta
atom hops to an adjacent bulk site. The newly created vacancy is then neutralized through a
usual N;VV Auger process as there is no core-level with lower binding energy, in the vicinity of
the bulk atom, into which the hole may drop. The opposite process (in the direction from bulk
to surface) may occur if the vacancy in a core-level of a bulk atom lies lower on the energy scale
than that in a neighbouring surface atom. This suggestion is fully supported by experiments with
a TaC(111) sample for which a surface Ta 4f7, level is shifted 0.56 eV to lower binding energy
than the bulk line [513].

In APECS, a vacancy in a core-shell is produced by incident x-rays. Another option would
be to use a beam of primary electrons for the same purpose. Then, recording an Auger electron
spectrum in coincidence with a scattered core-loss electron can, in principle, provide an additional
means for surface analysis. Among the clear advantages of this method, there are (1) a relatively
cheap electron-beam production and (2) a possibility of continuous variation of the energy of a
scattered electron [24]. Assessments show, however, that an electron-excited experiment is more
difficult than the photoexcited one as the signal-to-background ratio is at least by the order of
magnitude lower than in the case of APECS [522]. These assessments have been made so far for
normal incidence of an electron beam on a Si target within the first-order approximation with
respect to elastic scattering of a primary electron, followed or preceded a core-shell ionization
event. The signal-to-noise ratio may be essentially different for grazing incidence and heavier
targets when backscattering process is dominated by multiple elastic collisions. Thus, the question
of practical importance of Auger-electron core-loss electron coincidence spectroscopy still remains

open.
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6. Conclusion

The information obtained from AES/XPS experiments can be divided into two classes: chemi-
cal composition determination based on peak-shape and core-level energy shift analysis and struc-
ture characterization. Although the elemental composition analysis of the near surface region is
and will be an important part of a routine work of a spectroscopist more and more attention
is paid now to extracting data about the structure of top monolayers. Those include atomic
site locations, bond lengths and orientation, degree of ordering in different directions and so on.
Structural information together with knowledge of chemical composition is expected to provide
us with a deeper understanding of surfaces, which is a necessary step further to the ultimate
goal of predicting the surface properties from first principles [488]. In recent years, quantitative
AES/XPS analysis has been emerging as a multiple- discipline area of scientific research. Its
physical foundation embraces many fields of atomic physics, theories of electron diffraction and
linear transport. Electron excitation processes and subsequent interaction of signal electrons with
a sample constitutes a great deal of both chemistry and physics. That is probably the reason
for strong coupling of surface analysis with fundamental studies [9]. Progress made in analyt-
ical description of multiple incoherent scattering of signal electrons opens new possibilities for
accurate interpretation of experimental data in the case of amorphous and polycrystalline solids.
However, a formalism that would enable us to explain in a consistent way all features of electron
diffraction and incoherent scattering in crystalline targets still remains to be developed. Thus,
the gap between the quantum-mechanical and the classical approaches has to be bridged in the

years to come.
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