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Abstract

A Monte Carlo simulation method is used to study the commensurate–incommensurate phase transition in
monolayers and the formation of bilayer films on the (100) face of an fcc crystal. The phase diagram for the system
which forms the registered (1×1) and high density incommensurate phases in the monolayer has been determined. It
is shown that the registered phase undergoes the transition to a denser incommensurate solid phase when the film
density increases. The mechanism of melting of the monolayer film is found to depend on the film density. In
particular, the melting of dense incommensurate solid monolayer film is found to be accompanied by the transfer of
adsorbed molecules into the second layer. © 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction ial structures at low temperatures. Such commen-
surate phases can be conveniently described in the

One of the most interesting features of mono- framework of various lattice gas models [6–11].
layer films adsorbed on crystal surfaces is the Another limiting situation corresponds to the sys-
formation of various ordered phases during tems with very weak periodicity of the gas–solid
adsorption [1–5]. The actual structure of the potential. In such cases, the monolayer can be
adsorbed layer depends on many factors. Chief considered as a two-dimensional (2D) uniform
among these are the properties of the surface system and the properties of the adsorbed film can
potential, the symmetry of the substrate surface be evaluated using appropriately modified theories
and the relative size of the adsorbate atoms and of bulk uniform matter, such as the density func-
the surface unit lattice cell. Of course, the external tional theory [12,13] and various integral equation
thermodynamic conditions, such as the film den- approaches [14–16 ].
sity, its chemical potential and temperature, con- The most complex situation appears for moder-
siderably influence the film structure as well. ately corrugated surfaces, when the potential barri-

When the surface potential exhibits sufficiently ers between adjacent sites are comparable with the
large periodic variations in directions parallel to effects due to the admolecule–admolecule inter-
the surface, the adsorbed films usually form epitax- action. Competition between the periodic surface

field and the admolecule–admolecule interaction
* Corresponding author. may lead to the formation of both commensurate
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and incommensurate phases. Their regions of sta- adsorbed particles are small enough to allow for
mutual occupancy of adjacent potential minimability depend on the film density and temperature
(adsorption sites) and consider the regime of[17–25].
monolayer and bilayer adsorption.The most often invoked picture of incommensu-

The primary goal of our work has been torate phases relies on the concept of domain walls
extend the scope of our former study [49] to[26–30], which separate large regions of nearly
systems of higher density, well above the densitycommensurate phase. The best known, and most
of the epitaxial (1×1) phase, and explore theintensively studied systems exhibiting both com-
phase diagram for the system expected to exhibitmensurate and incommensurate phases, are rare
the registered as well as the high density incom-gas monolayers on graphite [2,31–36 ], as well as
mensurate phases in the first layer. Also, we con-monolayers formed on the (110) face of metals
sider the changes in the mechanism of melting[24,37–40]. In all experimentally studied systems,
transition in monolayer films of different density.the adsorbate atoms are too large for the occupa-
In particular, we discuss the possibility of thetion of adjacent lattice sites. For example, krypton,
second layer promotion which results from thehelium, or hydrogen adsorbed on graphite form
melting of a dense monolayer solid. Finally, wethe E3×E3 registered phase with threefold degen-
tackle the problem of possible changes in the firsteracy. Xenon adsorbed on the (110) face of copper
layer structure due to the condensation of theorders into the c(2×2) phase, which exhibits two-
second layer. Such monolayer–bilayer equilibriafold degeneracy. The above examples illustrate the
have been studied theoretically by Bruch and Weiclass of systems exhibiting the commensurate–
[50,51], but only in the case of films formed onincommensurate transition which, in general, can
substrates with negligible periodicity of the gas–be described using the domain wall formalism [28].
solid potential.The validity of the domain wall theory is limited

The organization of this paper is as follows. Into the so-called weakly incommensurate ( WIC)
Section 2 we present the interaction potentials

systems with degenerated commensurate ground
which specify our model and describe the system

state. When the density of the incommensurate studied here. Then, in Section 3 we discuss briefly
phase increases, the domain walls become increas- the simulation methods used. The results of our
ingly broader, so that for sufficiently high density study are presented and discussed in Section 4. In
they eventually start to overlap. The resulting high Section 5 we summarize briefly our findings.
density solid phase (HIC), often called a ‘‘floating
2D solid phase’’ [41], exhibits properties quite
different than the weakly incommensurate phase

2. The modelwith domain walls. Namely, the role of the sub-
strate potential in HIC is merely to ‘pin’ the

The model considered here is essentially themonolayer to the solid surface. In such systems,
same as used in Ref. [49]. Thus, we assume thatthe only effect of the gas–solid potential periodicity
the surface is a perfect (100) plane of the fccis usually a small rotation of the film with respect
crystal. In general, the potential representing theto the surface lattice [42–46 ]. The domain wall
interaction between the adsorbate atom and thedescription also cannot be applied to systems with
surface is given by the well-known Fourier expan-

a nondegenerated commensurate ground state, as
sion [52]

occurs for monolayers exhibiting the (1×1)
ordered structure. The mechanism of melting for v(z, t)=∑

q
v

q
(z) exp(−iq · t) (1)

WIC and HIC phases is quite different [41,47,48].
Here we present the results of a Monte Carlo where the Fourier coefficients v

q
(z) are the func-

study of a phase diagram for a simple system of tions of the distance from the surface z, t=(x, y)
particles adsorbed on the (100) plane of the face- is the 2D vector specifying the position of the

adsorbate atom over the surface and the summa-centred cubic (fcc) crystal. We assume that the
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tion runs over all reciprocal surface lattice vectors values of the gas–solid potential minima corre-
sponding to different locations of an atom overq. Here we assume a slightly modified form of the

gas–solid potential [49,53] the lattice cell and the potential barrier for transla-
tion corresponding to the system considered in this
work are summarized in Table 1. The choice ofv(z, t)=egsCvo(z)+Vb ∑

q≠0
v

q
(z) f

q
(t)D (2)

the parameters have been guided by the results of
our earlier studies [49]. Namely, from the ground-in which the periodic part can be varied by appro-
state calculations as well as from the results ofpriate choice of the parameter Vb, which we shall
Monte Carlo simulation performed for the samecall the corrugation coefficient. When Vb is equal
system at the number density rn=1.0 (here, theto unity, Eq. (2) becomes identical with Eq. (1).
number density is defined as the ratio N/M, whereThe explicit forms of the Fourier coefficients v

q
(z)

N is the number of adsorbate atoms in the filmand the functions f
q
(t) can be found in Ref. [52].

and M the number of surface unit cells) it followsIn particular, the functions f
q
(t) are defined as

that the low temperature stable phase is the com-
f
q
(t)=cos(|q

1
|x) cos(|q

2
|y) (3) mensurate (1×1) structure. When the parameter

Vb becomes lower than about 0.7 the stable low
where |q

1
| and |q

2
| are the lengths of the compo- temperature phase corresponds to the hexagonal

nents of the reciprocal vector q. close-packed structure, which forms compact
In general we consider systems with the corruga- islands with a clearly seen uniaxial ordering. One

tion coefficient not exceeding unity, since for higher can suspect that, in the case of Vb=0.8, the stability
values of Vb the series Eq. (2) does not properly of the registered phase would be limited to a
describe the gas–solid potential for small distances certain range of densities and temperatures, how-
from the surface. Calculations of the potential ever. An increase in the film density (or the chemi-
v(z, t) have been carried out including only the cal potential of the adsorbate) may either trigger
first five terms in the series Eq. (2) [49,52]. the commensurate–incommensurate transition

The gas–gas interaction is represented by a within the first layer or cause a gradual formation
standard (12−6) Lennard–Jones potential of the second layer on top of the commensurate

phase in the first layer.
u(r)=4eggCAsgg

r B12−Asgg
r B6D (4) The primary goal of the present work has been

just to determine the behaviour of the adsorbed
film over a range of densities (above the densitytruncated at a certain cut-off distance rmax, and we

have assumed here that rmax=3s. of the epitaxial (1×1) phase) and temperatures.
In this paper we study the properties of just

one system of particles with the diameter
s*=sgg/a=0.8, where a is the surface lattice con- 3. Methods
stant. Although Eq. (4) can be related to physical
parameters of real systems easily – e.g. for the rare The study has been carried out with the help of

continuous space Monte Carlo simulations per-gas Kr we would have egg=160 K, sgg=3.60 Å
and hence a reduced temperature T*=1 then
would correspond to 160 K – the choice for Table 1

The locations and values of the gas–solid potential minima fors*=sgg/a=0.8 is nothing but an illustrative model
different locations of the adsorbate atom over the lattice cellassumption. We do not intend to model faithfully

a particular system here, but rather want to eluci- t zmin(t) Vmin* [zmin(t)]
date the generic features due to such length scale

(0.0, 0.0) 0.957 −6.398misfit. The parameters determining the strength
(0.5, 0.0) 0.858 −8.167and the periodicity of the gas–solid potential,
(0.5, 0.5) 0.802 −9.349egs*=egs/egg and Vb, have also been fixed and
Vmin* [zmin(0.5, 0.0)]−Vmin* [zmin(0.5, 0.5)]=1.182

assumed to be equal to egs*=2.0 and Vb=0.8. The
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formed in the canonical and the grand canonical In the case of grand canonical simulation
(GCMC) we have used the standard algorithmensembles. In both cases we have used the same,

three-dimensional simulation cells of the size [54–56 ] and assumed that the activity is expressed
byM

x
×M

y
×M

z
. The crystal surface (or rather a top

layer of atoms of the crystal lattice) has been
c=(h2/2pmkT )−3/2 exp(m*/T*) (5)

located at z=0 and the standard periodic bound-
ary conditions have been applied in both x and y where the reduced chemical potential is given by

m*=m/egg, and the pre-exponential factor has beendirections. At z=M
z

we have placed a simple
reflecting hard wall. In this work we have set approximated as T*3/2. Usually, the runs at a given

temperature were initiated assuming a sufficientlyM
z
=10, with the surface unit lattice cell constant

a used as a length unit. At low temperatures, and low value of the chemical potential, which corres-
ponds to the 2D gas phase and very lowwhen the film thickness does not exceed two or

three atomic layers, the nature of the system adsorption.
The basic recorded quantities were the gas–gasclosure at z=M

z
is irrelevant owing to the

extremely low bulk density rn,b. The bulk densities and the gas–solid interaction energies (per par-
ticle), the heat capacity (from the fluctuation theo-have been estimated by a direct summation of the

particles located at the distances from the solid rem) and the local density profiles. In addition, we
also performed the analysis of Voronoi polygonssurface exceeding the region corresponding to the

surface layer. The region of z corresponding to the [53,57]. In this way it was possible to monitor the
changes in the inner structure of the adsorbedadsorbed film varies, of course, with temperature

and the chemical potential. At all temperatures layers and to calculate the average nearest neigh-
bour distance as well as the average misfit withand the total densities of the adsorbate considered

here, the adsorbed layer thickness has never respect to the registered structure. In some cases,
we have also performed the calculations of theexceeded three atomic layers and the bulk den-

sity has been very low (not higher than rn,b#5 block density probability distributions [58–60].
This method is particularly well suited for detec-×10−3) and uniform over a wide range of distances

from the surface. The size of the simulation cell in tion of the two-phase coexistence in the CMC
simulation. Of course, in order to obtain reliablethe x and y directions has been varied and assumed

the values equal to 16, 20, 40 and 60 units. results it is necessary to use sufficiently large
systems. In this work, we have used a simulationThe canonical ensemble simulation (CMC) has

been done in the same way as described in cell of size 60×60×10 containing 4000 particles.
Ref. [49], using the list of neighbours and the
dynamical adjustment of the maximum allowed
jump length, to keep the acceptance ratio of about 4. Results and discussion
one-half. The number of Monte Carlo moves
ranged between 108 and 5×109, depending on the Fig. 1 presents a series of adsorption–desorp-

tion isotherms obtained from the GCMC simula-film density and temperature. An additional
107–108 moves were used for equilibrating the tion. At sufficiently low temperatures we observe

discontinuities connected with the first-order phasesystem. Usually, the starting configuration was
obtained by placing the assumed number of par- transitions. It should be emphasized here that the

actual adsorption–desorption isotherms obtainedticles in random positions over the surface. Then
the system was equilibrated at a high temperature at low temperatures exhibit pronounced hysteresis

loops due to metastability effects. The isothermsof the order T*=kT/egg=1.0. Subsequently, the
temperature was gradually lowered to the lowest plotted in Fig. 1 have been obtained by placing

the vertical lines at the middle points of thevalue of 0.01 considered here. After freezing, the
system was heated gradually, in order to check hysteresis loops. The first step in the isotherms

corresponds to condensation of the 2D gas intowhether the observed changes in its properties
were reversible. the registered 1×1 phase. At low temperatures the
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Fig. 1. Adsorption isotherms obtained from the GCMC simula-
tion at different temperatures for systems of size 20×20×10.

dilute gas phase behaves as a nearly perfect lattice
gas, whereas at higher temperatures the particles
start to wander over the surface. Anyway, the
transition between the gas and the registered
(1×1) phase is expected to belong to the universal-
ity class of the 2D Ising ferromagnet [61]. In this
case, our assumption that the transition points are
located at the middle points of the hysteresis is
justified, owing to the particle–hole symmetry of
the system undergoing the transition from the 2D
(lattice) gas to the (1×1) registered phase.

A striking feature of the adsorption isotherms
obtained at low temperatures and presented in
Fig. 1 is a clear indication of the first-order com-
mensurate–incommensurate phase transition. In
Fig. 2a and b we show the examples of configura-
tions for both the commensurate and the incom-
mensurate phases at T*=0.2, and in Fig. 2c the
density profiles characteristic for both solid phases
are shown. It is evident that the dense incommen-
surate phase is hexagonally ordered and slightly
rotated with respect to the substrate lattice. Since
this system exhibits quite large periodic variations

(a)

(b)

(c)
of the gas–solid potential, the locations of the

Fig. 2. Snap-shot configurations (a) and (b) recorded at T*=adsorbed particles in the incommensurate phase
0.2 and the chemical potential m*=−8.45 on both sides of the

show pronounced deviations from planarity (see commensurate (a)–incommensurate (b) transition. (c) The cor-
Fig. 2c). From the data given in Table 1 it is responding local density profiles (averaged over the surface) for

both phases.evident that the equilibrium distance from the
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surface exhibits large variations when the adsorbed
atom assumes different positions within the surface
cell. The incommensurate phase has been found
to change its orientation with respect to the surface
lattice with temperature, though we have not
attempted any quantitative estimation of this
effect.

The approach developed by Novaco and
McTague [42,43] is not appropriate for the system
considered as it assumes that the film is strictly
2D. In principle, a much more suitable approach
to the problem of epitaxial rotation in the system
studied in this work might be the theory proposed
by Vives and Lindgård [62]. Its application, how-
ever, would require much larger systems than those
used here, as well as a careful analysis of the effects
of finite size and of the system’s shape. The proper-
ties of the dense incommensurate phase in the

Fig. 3. Snap-shot configuration recorded at T*=0.3 and m*=monolayer film allow us to assume that this phase
−7.5. The system size is 40×40×10 and contains 1845is a floating solid. It is noteworthy that the trans-
particles.

ition leading to the formation of that dense floating
solid phase appears to change its mechanism with
temperature. Only at temperatures not exceeding
about 0.2, is the low density phase a nearly perfect
registered structure. At higher temperatures we
find a continuous increase in the density with the
chemical potential, below the value at which the
first-order transition occurs. In Fig. 3 we show an
example of the system configuration recorded at
T*=0.3 and m*=−7.5, just below the point of
the first-order transition. It is clearly seen that
there are domains of the (1×1) phase, the domain
exhibiting hexagonal ordering, as well as lots of
defects.

The isotherms shown in Fig. 1 also demonstrate
that the system undergoes the layering transition
connected with the condensation of the second
layer on top of the dense floating solid. The density
of the second layer is approximately the same as
the density of the incommensurate monolayer. Fig. 4. Snap-shot configuration of bilayer film recorded at T*=
Thus, one can anticipate that the second layer 0.15 and m*=−6.40. Open and filled circles represent particles

adsorbed in the first and the second layers respectively.should have a structure similar to the dense mono-
layer solid. Indeed, a direct inspection of the
equilibrium configurations for the second layer that the presence of the second layer causes charac-

teristic changes in the geometrical structure of theconfirms this assumption. An example of the
bilayer configuration at T*=0.15 is shown in first layer. Fig. 5 shows the density profiles corre-

sponding to the dense monolayer and the bilayerFig. 4, where the size of adsorbate atoms has been
reduced for a better display. It should be noted films at T*=0.15 and at a chemical potential m*=
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in both layers. Such calculations have demon-
strated that the first adsorbed layer density changes
slightly when the second layer is formed on top of
it. In the monolayer films we have estimated the
upper limit of the incommensurate solid phase
density as equal to about 1.44, whereas in the first
layer of the bilayer film the upper limit of the first
layer density is slightly higher and equal to 1.465.

Our central result is the phase diagram for the
system considered here, which is presented in
Fig. 6. Fig. 6a shows the phase diagram in the
plane (rn, T*), and Fig. 6b in the plane (m*, T*).
The data presented in Fig. 6a include the results
of GCMC (filled circles) and CMC (stars and
diamonds) simulations. In the case of CMC calcu-Fig. 5. Density profiles obtained for T*=0.15 and m*=−7.2

at both sides of the commensurate–incommensurate transition.

−7.2, i.e. just at the point of the layering trans-
ition. The second maximum in the density profile
for the first layer, clearly seen for the monolayer
film, is shifted towards shorter distance from the
surface in the case of the bilayer film. From the
analysis of Voronoi polygons, we have found that
the monolayer is contracted due to the presence
of the second layer. The average nearest neighbour
distances in the dense monolayer and in the first
layer of the bilayer film (at T*=0.15) are equal
to about 0.9 and 0.89 respectively. Also, the
average misfit of the first layer changes from
16.37% in the monolayer film to about 17.38% in
the bilayer film. The inspection of configurations
generated during the simulation shows that the
rotation of the adsorbed monolayer and bilayer
with respect to the surface lattice changes slightly
when the second layer is formed. The observed
contraction of the nearest neighbour distance in
the first layer due to the presence of the second
layer (equal to about 0.01a) is considerably greater
than that deduced from theoretical calculations
[51] for hexagonal films formed on a flat surface.

Fig. 6. Phase diagram for the system studied. (a) Phase diagram
Our finding can be readily explained by considering in the plane (T*, rn). Filled points are the results of GCMC
the changes in the density profiles shown in Fig. 5. calculations, and stars and diamonds correspond to the results

for the first and the second layer, obtained from the CMCIn the monolayer film considerable numbers of
calculations. The triple line of the solid–fluid–gas coexistenceparticles assume positions with greater distances
in the second layer is shown as a broken vertical line. (b) Thefrom the surface. In the case of the bilayer film,
phase diagram in the (T*, m*) plane obtained from the GCMC

those particles are pushed towards the surface. calculations (the gas – (1×1) transition points – $; the (1×1) –
Also, it should be noted that the integration of the floating solid transition points – #; and the second layer con-

densation – ).density profiles allows us to estimate the densities
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lations the locations of transition points have been Therefore, the extrapolation of the results to T*=
0, shown in Fig. 6b, is quite uncertain. It shouldestimated using the heat capacity changes with
be noted that the detailed ground state analysis oftemperature (Fig. 7). The observed heat capacity
such a system is very difficult. A simple 2D modelpeaks are rather small for monolayer films of
is inadequate and cannot lead to a reasonabledensity well below the density of an incommensu-
estimation of the stable configurations for allrate solid phase, but become very sharp and high
phases. Only in the case of the dilute 2D gas andfor denser films. The heat capacity maxima associ-
the registered (1×1) phases is it easy to calculateated with the melting of the second layer have
the energy and the grand canonical potential atbeen found to become more pronounced and sharp
zero temperature. Large out-of-plane effects pre-as the film density increases. Nevertheless, the
sent in the incommensurate phase make the estima-estimated melting temperature has been found to
tion of the ground-state properties a nontrivialbe constant and equal to about 0.415. Another
problem. Also, the application of the Novaco–interesting result is the constancy of the melting
McTague theory [42,43], in order to estimate thetemperature for the first layer, when the total film
rotation of the adsorbed monolayer with respectdensity is close to, or higher than, the upper limit
to the surface lattice, is not easy owing to largeof the incommensurate phase density. Under such
out-of-plane effects. In the case of a bilayer theconditions, the monolayer melts at T*#0.5, as is
problem becomes still more complex.demonstrated by the results of heat capacity calcu-

The transition between the dilute 2D gas andlations given in Fig. 7.
the registered (1×1) phase occurs at T*=0 at aWe have not been able to perform reliable
chemical potential m*#−11.2151. This resultscalculations for the commensurate–incommensu-
simply from the known energies (per unit area) ofrate transition as well as for the condensation of
both phases, equal to 0.0 and −11.2151the second layer at very low temperatures, below
respectively.T*=0.15. Also, we have not attempted any direct

We have attempted to estimate the location ofground-state calculations for the dense incommen-
the commensurate–floating solid incommensuratesurate monolayer and the bilayer structures.
transition at zero temperature using the results of
the Monte Carlo simulation in the canonical
ensemble. To do so, the low temperature MC
calculations for systems of different densities rang-
ing from rn=1.0 to 1.5625 have been performed.
The upper limit of the system density used is
already well above the monolayer capacity, esti-
mated from the GCMC calculations as equal to
about 1.44. The canonical ensemble simulation has
confirmed the above result very nicely. Fig. 8
shows the changes in the first and the second layer
densities (rn(i), i=1, 2) versus temperature for a
series of systems with different total density (shown
in the figure). It is evident that in the case of total
density equal to 1.5625, the first layer has a density
of about 1.44, and the excess of adsorbed particles
is located in the second layer. For the densities
below rmn , the system exhibits the coexistence of
the commensurate and incommensurate phases.
The data presented in Fig. 8 also illustrate changesFig. 7. The heat capacity curves for systems of different density
in the mechanism of melting in the first layer.obtained from the canonical ensemble Monte Carlo simulation

(M=20). When the film density is considerably lower than
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Fig. 8. Temperature changes in the densities of the first and
the second layers in systems of different density (shown in the
figure).

Fig. 9. Density changes of the contributions of different Voronoi
the monolayer capacity, melting does not cause polygons (a) and the average nearest neighbour distance (b) at

T*=0, obtained by extrapolation of simulations carried out atany change in the first layer density. On the other
low temperatures. The results in (a) have been obtained forhand, melting of denser films is accompanied by a
systems of size M=20 (#, 0, %) and M=40 ($, ), &).sudden transfer of a certain number of adsorbed
Dotted lines correspond to the predicted contributions of the

particles from the first to the second layer. registered and incommensurate phases in the macroscopic
Concluding, we would like to comment some system and are calculated from Eq. (6). The results shown in

(b) correspond to the system with M=40.more on the behaviour of monolayer films at
intermediate densities. Fig. 9 presents the changes
in the contributions of different Voronoi polygons

the hexagonal close packed phase can be roughly
and the average nearest neighbour distance in the

estimated as being equal to the contributions of
first adsorbed layer versus total film density. The

the Voronoi tetragons and hexagons respectively.
results presented above have been obtained from

The data obtained for two different system sizes
the canonical ensemble MC simulations performed

show that the contribution of pentagons becomes
at very low temperatures between 0.01 and 0.1.

lower when the system size increases. This can be
Under such conditions the film structure was very

attributed to the fact that in a larger system the
stable. In particular, the distributions of the

interfacial region becomes increasingly less impor-
Voronoi polygons have not shown any systematic

tant, with respect to the contributions of both
changes (for a given film density), so that the

coexisting phases. In the truly macroscopic system
results presented in Fig. 8 correspond to averages

one can expect that the interfacial region should
taken over the above-mentioned temperature

give a negligible contribution. Thus, assuming that
range. Our results are consistent with the two-

the fraction of the system space occupied by the
phase coexistence picture, assuming that the system

registered (1×1) phase is equal to xr, the fraction
consists of regions formed by the registered phase,

of the system space occupied by the incommensu-
of number density equal to 1.0, and regions of the

rate solid should be equal to (1−xr). One can
FIC phase of density equal to 1.44. The fraction

estimate xr from the simple linear equation
of the surface corresponding to the registered
(1×1) phase and the fraction corresponding to r1n=1.0xr+(1−x

r
)1.44 (6)
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The contributions of both coexisting phases, pre-
dicted from Eq. (6) are also been shown in Fig. 9
(dashed lines). In the macroscopic system the
contribution of the Voronoi tetragons can be used
as a direct measure of xr. The results presented in
Fig. 9 are quite consistent with the above
prediction.

The two-phase coexistence in monolayer films
can be very nicely confirmed by studying the
behaviour of the block density distribution func-
tions. Fig. 10 presents the results obtained for the
system with total density rn#1.11 at two different
temperatures T*=0.20 and T*=0.5. Despite a
large statistical effort to sample the density prob-
ability distribution (4×1010 Monte Carlo moves),
the results for T*=0.2 are still rather poor. In
particular, on the side of high density phase there
is much spurious structure present. Nevertheless,
it is clear that the system is in the region of two-
phase coexistence at T*=0.2 and in the one-phase
region at T*=0.5. Unfortunately, the limited qual-
ity of the results at low temperatures excludes any
possibility of reliable moment analysis [60].

Finally, we would like to call the reader’s atten-
tion to some interesting property of the system
studied here. Namely, at very low temperatures,
well below the monolayer melting point, the poten-
tial energy per particle is nearly the same in both
solid phases (see Fig. 11a). Of course, the contribu-
tions resulting from the admolecule–admolecule
and the admolecule–substrate interactions change
with the density, due to changes in the fraction of
the surface covered by both solid phases. In
Fig. 11b we show the gas–substrate contributions
to the total energy and find that at low temper- Fig. 10. The block density distribution functions obtained for
atures 
egs� changes linearly with the film density. a system with M=60 at T*=0.2 (a) and T*=0.5 (b). The

block sizes L are shown in the figure.This is demonstrated in the inset in Fig. 11b, where
we have plotted the gas–solid energy versus film
density at T*=0.0, obtained by extrapolation of 5. Summary and final remarks
data for finite temperatures. From the results
shown in Fig. 11 it follows that at sufficiently low We have performed an extensive Monte Carlo
temperature, when the entropic effects are very study of phase transitions in model monolayer and
small, the free energy barrier that must be over- bilayer films formed on the (100) plane of an fcc
come for the system to change its state is also very crystal. In the system considered in this work the
low. The above results are consistent with the monolayer film exhibits three different phases at
considered earlier changes in the contributions of low temperatures, depending on the density of the

adsorbed layer. At the low density limit we haveboth solid phases with density.
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(for a review, see Ref. [63]), as well as with the
results of computer simulations for methane films
on graphite [64] and argon films on MgO [65].

In the temperature range considered in this
paper the formation of the second layer has been
found to occur only after the completion of the
first layer. At low temperatures, the second layer
assumes the same structure as the high density
monolayer solid phase. The melting transition in
the second layer occurs at the constant (density
independent) temperature of about T*=0.42.
Taking into account that the triple point of the
2D Lennard–Jones fluid occurs at T*#0.4 [66 ],
we conclude that the second layer melting is only
slightly perturbed by the nonuniformity of the
potential field exerted by the solid substrate and
the first adsorbed layer.

An interesting and still open question is the
nature of the adsorbate lattice distortion leading
to the rotation of the incommensurate monolayer
with respect to the substrate lattice. In general,

Fig. 11. Changes of the total average energy per particle (a) and such effects may be due to temperature fluctua-
of the average adsorbate–substrate energy per particle (b) tions, local elastic relaxations, the presence of
versus temperature for systems of different densities. The inset defects and vacancies, and finite size effects, as
shows the gas–solid energy versus film density, extrapolated to

well as possibly resulting from the shape of theT*=0.0.
simulation cell. It is possible that there exist several
intermediate (high-order commensurate) phases
between the low density registered phase and thethe 2D gas phase. As the density increases, the

registered (1×1) phase of the density rn=1.0 is high density incommensurate solid phase.
formed. Further increase in the film density leads
to the formation of the incommensurate solid
phase. The melting of the monolayer solid phase Acknowledgements
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[62] E. Vives, P.A. Lindgård, Phys. Rev. B 47 (1993) 7431.[29] L.W. Bruch, Surf. Sci. 250 (1991) 267.

[30] M.B. Gordon, Phys. Rev. B 35 (1987) 2052. [63] D. Marx, H. Wiechert, Adv. Chem. Phys. 95 (1996) 213.
[64] J.M. Phillips, C.D. Hruska, Phys. Rev. B 39 (1989) 5425.[31] P.W. Stephens, P.A. Heiney, R.J. Birgeneau, P.M. Horn,

Phys. Rev. Lett. 43 (1979) 47. [65] A. Alavi, I.R. McDonald, Mol. Phys. 69 (1990) 703.
[66 ] J.M. Phillips, L.W. Bruch, R.D. Murphy, J. Chem. Phys.[32] P.W. Stephens, P.A. Heiney, R.J. Birgeneau, P.M. Horn,

D.E. Moncton, C.S. Brown, Phys. Rev. B 29 (1984) 3512. 75 (1981) 5097.


